We thank the reviewers for the useful comments. In the following, we answer the specific comments (included in “boldface” for clarity) and, whenever required, we describe the related changes implemented in the revised manuscript. Page and line numbers indicated refer to the original version of the paper published on AMTD.

Anonymous Referee #1

Review

This paper is a continuation of the series of papers authored by Ceccherini et al. over the last few years. It continues the good work describing the features of the complete data fusion (CDF) method. As such, it is worthy of publication, provided the authors address the following general and specific comments.

The main general comment is the suggestion that the authors transfer even more of the technical discussions (e.g., in Sect. 3), including representation of equations, to an appendix (I have not checked all the mathematical workings, but they seem correct to me). Whether this should take place is a decision between the authors and the editor.

We have already moved the lengthy calculation of the cost function variance in an Appendix, now we have difficulty in moving the remaining mathematics because it is an important part of the paper and involves definitions that we believe the reader prefers to find in the main text. Nevertheless, we are open to suggestions by the editor.

Generally, the authors have done a good job of writing the paper. I have a minor correction:

P. 10
L. 2: probably -> likely.

In the revised version of the paper we made the correction suggested by the reviewer.

Anonymous Referee #2

Review

The paper by Ceccherini et al. covers a topic that fits well within the scope of AMT. It seems scientifically sound to me in most of its parts. The paper is well written, and the text between the equations guides the reader safely through the maths. The notation chosen in some places seems a bit odd to me. I suggest publication after clarification of the following issues.

p1 l18 ff: The first paragraph of the intro is very informative and clear. It helps to pick up the thread. Congratulations!

We thank the reviewer.

p1 l26: To me it is counter-intuitive that the equivalence holds also in nonlinear cases. Does this statement need a qualification “equivalent ... in the linear case, and approximately equivalent in the moderately non-linear case”? I have mentioned this already in the access review and since
the authors did not change anything I suspect that this has been done by intention and I may have missed the main argument. Just to make sure that things are correct, I suggest to either add “within linear theory” to the text, or to provide (in the rebuttal, not in the paper) a short justification why this statement holds also in the non-linear case.

We could not find any reference to this point in the access review, otherwise we would have addressed this point before. In the point indicated by the reviewer (p1 126) we are speaking about the equivalence of the CDF method with the measurement space solution data fusion method. The rigorous proof of this equivalence is given in Ceccherini (2016). Because both methods use a linearization in a range close to the retrieval results the two methods are equivalent.

Maybe the reviewer is referring to one line above (p1 125), where we are talking about the equivalence of quality of the products of the CDF and of the simultaneous retrieval (which in general is a non-linear process). This equivalence is addressed in Ceccherini et al. (2015) and the rigorous proof is given under the assumption that a linear approximation can be applied to the forward model of each measurement in the range of variability between the solution of the single retrieval and that of the simultaneous retrieval. Therefore, we agree with the reviewer that a clarification is useful and in the revised version of the paper we have added a sentence accordingly.

**p1 l35:** It seems to me to be ambiguous what the interpolation error shall represent. Is it (a) that fine structures of the true profile are not represented by the profiles sampled on a coarse grid, and that interpolation to a finer grid will not recover these fine structures? If so, I would object that these issues are already covered by the averaging kernel of the coarse grid representation, and it is not clear to me why an extra treatment is needed. Or (b) is the source of this inconsistency an inconsistency of different interpolation methods. Here it is important that data points of a profile retrieval do not represent a single point in the atmosphere but that the value retrieved at this point depends on the profile assumed for the entire layer between two levels. This is because the forward solution of the radiative transfer equation is basically an integration along the line of sight, and thus, assumptions of the atmospheric state between the levels are used (regardless if an Curtis-Godson approach or a direct integration method is chosen). For this purpose, the forward model typically uses an internal interpolation in the retrieval. The solution of the retrieval based on this forward model is conditional to this internal interpolation or interpolation scheme or assumption. Assuming a different behavior between the layers would result in different retrieved values at the model levels. I think it needs to be elaborated why an interpolation uncertainty is introduced if an interpolation scheme is used which is consistent with that in the forward model. Or do the authors assume that the interpolation of retrieved profiles is made with another interpolation scheme than that used in the forward model?

The interpolation error and its importance in data fusion is deeply analyzed in Ceccherini et al. (2018). The interpolation error here discussed is neither case (a), a resolution limit of the retrieved product, nor case (b), inconsistency of interpolation laws between forward model and subsequent operations. It is the effect of the resampling of the retrieved product that is made for the fusion of profiles with different retrieval grids. When the vertical grids of the fusing profiles differ from the fusion grid it is necessary to perform an interpolation of the rows of the AKMs on the fusion grid. Since the interpolated AKMs are only an approximation of the real AKMs on the fusion grid, we have to take into account this approximation including a new error component that we call interpolation error.

**p2 l20:** Here it is not clear what the term ‘error’ means. Is it a statistical estimate or is it the actual difference between the actual retrieved value and the true (or expectation) value? In other words, do the sigmas represent a statistic or an instantiation (or realization) of it? Normally, the symbol σ is used for a statistic, namely the standard deviation. But this seems to make no sense in this context because the sigmas themselves are arguments of the expectation value function. If the errors (sigmas) are understood to be actual differences, then the
paragraph makes sense to me but I challenge the adequacy of the notation. The symbol $\sigma$ is, in the context of error analysis, always used for a statistic, namely, a standard deviation, and it took me multiple readings of this paragraph to find out that the authors seem to mean something else. Our alphabet has so many letters available, each of them as capital and small character, and we have multiple alphabets available (Latin, Greece, ...). For the actual differences, $d$ or delta would be an option but there are many others. Why choosing without need a notation which will almost certainly lead the reader astray?
The term ‘error’ is meant as a realization of it, not with a statistical meaning. The reviewer is right stating that the choice of the symbol sigma is not the most appropriate, because very often it is used to indicate the standard deviation of a statistical variable. However, since in the previous papers describing the CDF we have always used the symbol sigma as in this paper (see Ceccherini et al. 2015, Ceccherini 2016 and Ceccherini et al 2018), for comfort of the reader interested in CDF we think that it is better to maintain the notation used in the previous papers. Furthermore, as the reviewer states the misunderstanding of sigma as a standard deviation is not possible, because when it is introduced it appears as argument of an expectation value.
In the revised version of the paper, in order to avoid the reader astray, we have added the adjective “actual” to the word “errors”.

p2 Eq 3: Here it becomes clear that sigma is not a standard deviation but a single instantiation of noise mapped from the signal space into the atmospheric state space. I consider this very unfortunate and misleading because sigma is usually reserved for the standard deviation; see my comment above.
See the answer to the previous comment.

p2 Eq 4: I consider $F$ as an unfortunate choice of symbol for the Fisher information matrix, because in Rodgers’ notation this symbol stands for the (vectorial) forward model. Since such a formal paper, even without notation-related complication, is hard enough to digest, I think, one could make the reader’s life easier by choosing another letter in order to avoid confusion.
The forward model is a vector valued function of the state and in the Rodgers’ book it is indicated as $F(x)$, while $F$ alone is never used. On the other hand, in our paper, where the forward model is not used it is difficult to confuse it with the Fisher matrix. Furthermore, as specified above we prefer to maintain coherence with our previous papers such as Ceccherini et al. 2012 and Ceccherini et al. 2016, where the Fisher matrix is indicated as $F$.

p3 Eq 11: According to p 2 line 25, $S_a$ seems the a priori covariance represented on the grid on which the retrieval is performed. It does not contain any variability on any finer scale (see von Clarmann, AMT 7, 3023-3034, 2014 for similar considerations regarding the role of $S_a$ in the calculation of the smoothing error.) The $C^{(0)}$ matrix involves a finer grid. Is thus the $S_a$ matrix, which is evaluated on the retrieval grid, sufficient for the purpose of Eq. 11? This is not immediately intuitive and needs some discussion. Or have you tacitly redefined $S_a$? If so, this should be stated explicitly. This equation seems to give the answer to my question about the meaning of the interpolation error (p1 l35), and the interpretation of the interpolation error seems to be option (a). Given the problems caused by the grid-dependence of $S_a$, wouldn’t it be safer to dismiss the idea to characterize the interpolation effect as a covariance matrix and to provide an averaging kernel of the resulting fused profile which includes also the interpolation effects instead?
The reviewer is right that a clarification on the grid on which $S_a$ is represented is necessary. Eq. (1) is related to the case that all the fusing profiles are on a same vertical grid and, therefore, $S_a$ is represented on that single grid. In Eq. (11), instead, we make the hypothesis that the fusing profiles and the fused profile are represented on different vertical grids and $S_a$ is defined on the grid that includes all the levels of the fusion grid ($f$) and of the $N$ grids ($i$).
In the revised version of the paper, we have added a sentence after Eq. (11) that clarifies this point. Regarding the idea of the reviewer to include the interpolation effect in the averaging kernel of the resulting fused profile rather than in the covariance matrix, we think that it could be an interesting alternative, but we are not aware of any treatment of this kind in the literature.

**Section 3 ff:** I cannot guarantee that all the manipulations of equations are flawless but the general rationale behind seems compelling to me.

**Technical issues:** Subscripts of matrices which are neither variables nor indices but denote simply the name of the matrix should not be printed italic but roman (e.g. the a in Sa, the ‘int, coin, other’ in the Si,int, Si,coin, Si,other, respectively, etc). According to a similar recommendation made in the access review, we have already modified the style of Si,other, Si,coin, Si,coin and Si,FM. In Si,‘int” was already not italic in the original version of the paper. Regarding Sa we have left “a” in italic because this is done in the Rodgers’ book and in all our previous papers.

The similarity index appears to be quite high but I consider the detected similarities as insignificant. The index seems to be very sensitive to standard formulations that everybody uses.
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Abstract. When the complete data fusion method is used to fuse inconsistent measurements, it is necessary to add to the measurement covariance matrix of each fusing profile a covariance matrix that takes into account the inconsistencies. A realistic estimate of these inconsistency covariance matrices is required for effectual fused products. We evaluate the possibility of assisting the estimate of the inconsistency covariance matrices using the value of the cost function minimized in the complete data fusion. The analytical expressions of expected value and variance of the cost function are derived. Modelling the inconsistency covariance matrix with one parameter, we determine the value of the parameter that makes the reduced cost function equal to its expected value and use the variance to assign an error to this determination. The quality of the inconsistency covariance matrix determined in this way is tested for simulated measurements of ozone profiles obtained in the thermal infrared in the framework of the Sentinel 4 mission of the Copernicus programme. As expected, the method requires a sufficient statistics and poor results are obtained when a small numbers of profiles are being fused together, but very good results are obtained when the fusion involves a large number of profiles.

1 Introduction

Vertical profiles of atmospheric variables are often obtained with the inversion of remote sensing observations performed by instruments operating on space-borne and airborne platforms, as well as from ground-based stations. When the same portion (or nearby portions) of atmosphere is measured more times by the same instrument or by different instruments the measurements can be combined in order to obtain a single vertical profile of improved quality with respect to that of the profiles retrieved from the single observation. The simultaneous retrieval from several observations is considered the most comprehensive way to combine different measurements of the same quantity (Aires et al., 2012), however, recently a new method, referred to as Complete Data Fusion (CDF) (Ceccherini et al., 2015), was proposed that, with simpler implementation requirements, provides products of quality equivalent to that of the simultaneous retrieval products. The equivalence is exact if the linear approximation holds in the range of the retrieved products.

The CDF method was proved (Ceccherini, 2016) to be equivalent to the measurement space solution data fusion method (Ceccherini et al., 2009) and the latter was successfully applied to the data fusion of MIPAS-ENVISAT and IASI-METOP measurements (Ceccherini et al., 2010a; Ceccherini et al., 2010b) and of MIPAS-STR and MARSCHALS measurements (Cortesi et al., 2016).

On the other hand, as highlighted in Ceccherini et al. (2018), the CDF provides poor results when applied to inconsistent measurements. Three causes of inconsistency are possible:

i) the profiles to be fused (in the following referred to as fusing profiles) are represented on different vertical grids

ii) a variability is present in the observed species and the fusing profiles refer to different times and space locations

iii) the fusing profiles are affected by different forward model errors.

These inconsistencies were addressed in Ceccherini et al. (2018), but some problems remain open. The inconsistency of case i) was solved adding to the measurement covariance matrix (CM) of each fusing profile an interpolation CM, which is built using the grids of the fusing profiles and by the a priori CM. The inconsistency of case ii) was solved adding to the measurement CM of each fusing profile a coincidence CM, which describes the variability of the observed species in the field of the
observations. Regarding the inconsistency of case iii) it was suggested to follow an approach similar to cases i) and ii) adding to the measurement CM of each fusing profile a CM describing the forward model errors due, for example, to approximations in the model and uncertainties in atmospheric and instrumental parameters. The problem that remains open is the realistic estimate of these inconsistency CMs, which are otherwise determined on the basis of some educated guesses.

The value of the cost function, which is minimized in the fusion process, depends on the inconsistency CMs and can be used to establish some constraints on their amplitude. The goal of this paper is to determine the expected value of the cost function and to use this expectation to build a procedure for the improvement of our educated guess of the inconsistency CMs. In order to assess its advantages we apply this procedure to simulated measurements of ozone profiles obtained in the thermal infrared in the framework of the Sentinel 4 mission (ESA, 2017) of the Copernicus programme (https://sentinel.esa.int/web/sentinel/missions).

The paper is organized as follows: in Section 2, we recall the formulas of the CDF method in order to establish the formalism used in the subsequent sections. In Sections 3, we describe the properties of the cost function and in particular determine the expected value and the variance of the cost function distribution. In Section 4, we describe the method that estimates the inconsistency CMs using the expected value of the cost function, apply it to the determination of the coincidence CM and assess the cases in which it provides useful information. Conclusions are drawn in Section 5.

2 The CDF method

Let us assume to have $N$ independent measurements of the vertical profile of an atmospheric target referred to the same space-time location. Performing the retrieval of the $N$ measurements with the optimal estimation method (Rodgers, 2000), we obtain $N$ vectors $\hat{x}_i$ ($i=1, 2, ..., N$), here assumed to be estimates of the same profile made on a common vertical grid. The vectors $\hat{x}_i$ are characterized by the CMs $S_i$ and the averaging kernel matrices (AKMs) $A_i$ (Ceccherini et al., 2003; Ceccherini and Ridolfi, 2010; Rodgers, 2000). The CMs $S_i$ are each defined as $\langle \sigma_i \sigma_i^T \rangle$, where the vector $\sigma_i$ contains the actual errors on the vertical profile obtained propagating the errors of the observations through the retrieval process, the superscript $T$ indicates the transpose of the vector and the symbol $\langle ... \rangle$ indicates the statistical expected value.

The fused profile $x_f$ of these $N$ measurements, as provided by the CDF method, is obtained minimizing the following cost function (see Ceccherini et al., 2015):

$$ c(x) = \sum_{i=1}^{N} (\alpha_i - A_i x)^T S_i^{-1} (\alpha_i - A_i x) + (x - x_a)^T S_a^{-1} (x - x_a), $$

where $x_a$ and $S_a$ are the a priori profile and its CM that are used to constrain the data fusion and

$$ \alpha_i \equiv \hat{x}_i - (I - A_i) x_a $$

is a modified fusing profile with $x_a$ the a priori profile used in the $i$-th retrieval and $I$ the identity matrix.

It is possible to verify that the modified fusing profile of Eq. (2) is also a measurement of the true profile $x_t$ obtained using the averaging kernels:

$$ \alpha_i = A_i x_t + \sigma_i $$

This measurement does not depend on the a-priori profile and has the same CM as the fusing profile. The CDF solution $x_f$ is the profile that corresponds to the minimum of $c(x)$ and is obtained with the following equation:

$$ x_f = \left(F + S_a^{-1}\right)^{-1} \left( \sum_{i=1}^{N} A_i^T S_i^{-1} \alpha_i + S_a^{-1} x_a \right), $$

where we have introduced the matrix

$$ F = \sum_{i=1}^{N} A_i^T S_i^{-1} A_i $$

and the diagonal matrix $S_a = \text{diag}(S_1, S_2, ..., S_N)$.

The paper is organized as follows: in Section 2, we recall the formulas of the CDF method in order to establish the formalism used in the subsequent sections. In Sections 3, we describe the properties of the cost function and in particular determine the expected value and the variance of the cost function distribution. In Section 4, we describe the method that estimates the inconsistency CMs using the expected value of the cost function, apply it to the determination of the coincidence CM and assess the cases in which it provides useful information. Conclusions are drawn in Section 5.
\[ F = \sum_{i=1}^{N} A_i^T S_i^{-1} A_i, \]  

which is the Fisher information matrix (Ceccherini et al., 2012; Fisher, 1935) of the fused profile, equal to the sum of the Fisher information matrices of the fusing measurements. As indicated by the name, this matrix fully characterizes the information content of each measurement.

The fused profile is characterized by the following CM and AKM:

\[ S_f = (F + S_a^{-1})^{-1} F (F + S_a^{-1})^{-1} \]  
\[ A_f = (F + S_a^{-1})^{-1} F. \]  

When the fusing profiles \( \hat{x}_i \) are represented on different vertical grids, it is necessary to perform a resampling of the AKMs (Calisesi et al., 2005) which defines new \( A'_i \) with their second index equal to that of the common fusion grid. Following Ceccherini et al. (2016), we define such a transformation as follows:

\[ A'_i = A_i R_i, \]  

where \( R_i \) are the generalized inverse matrices of the interpolation matrices \( H_i \), which interpolate the fusing profiles on the fusion grid.

In general, in order to account for interpolation, coincidence and forward model errors, the CDF formula can be modified (Ceccherini et al., 2018) by replacing \( a_i \) with

\[ \tilde{a}_i = a_i - A_i \left( C^{(i)} - R_i C^{(f)} \right) \hat{x}_a, \]  

where \( C^{(i)} \) and \( C^{(f)} \) are the sampling matrices that select the grids \( (i) \) and the grid \( (f) \), respectively, from a fine grid, that includes all the levels of the fusion grid \( (f) \) and of the \( N \) grids \( (i) \), and \( S_i \) with

\[ \tilde{S}_i = S_i + S_{i,int} + S_{i,coin} + S_{i,other}, \]  

where \( S_{i,int}, S_{i,coin} \) and \( S_{i,other} \) are the CMs associated to the interpolation error, to the coincidence error and to the forward model errors.

The CM associated to the interpolation error is given by

\[ S_{i,int} = A_i \left( C^{(i)} - R_i C^{(f)} \right) S_a \left( C^{(i)} - R_i C^{(f)} \right)^T A_i^T \]  

where \( S_a \) is here the a priori CM represented on the fine grid.

The CM associated to the coincidence error is given by

\[ S_{i,coin} = A_i C^{(i)} S_{coin} C^{(i)T} A_i^T, \]  

where \( S_{coin} \) is the CM describing the variability of the true profiles of the fusing measurements.

The CM associated to the forward model errors is given by (Rodgers, 2000):

\[ S_{i,other} = G_i S_{i,FM} G_i^T, \]  

where \( G_i \) is the gain matrix, which includes the derivatives of the retrieved profile with respect to the observations and \( S_{i,FM} \) is the CM describing the forward model errors due, for example, to approximations in the model and uncertainties in atmospheric and instrumental parameters.
3 The cost function

In this Section, the expected value and the variance of the cost function are derived. In order to keep the formalism as simple as possible we deal with the cost function given in Eq. (1), where the treatment of inconsistency errors is not included. However, since the inconsistency errors only modify the CMs and the vectors \( \alpha_i \) and do not affect the fusion formula, the results obtained in this Section are valid in the general case.

Once that the fused profile \( x_f \) is calculated from Eq. (4) we can substitute it in Eq. (1) in order to obtain \( c(x_f) = c_{\text{min}} \), that is the minimum value of the cost function. Because of measurement errors, \( c_{\text{min}} \) does not have a definite value, but assumes values according to a probability distribution. The properties of this probability distribution (in the following referred to as cost function distribution) are considered and in particular we determine the expected value and the variance of the distribution.

In order to calculate these quantities we have to make explicit the errors \( \sigma_i \) in the expression of \( c_{\text{min}} \), see next Section. We assume that the errors \( \sigma_i \) are normally distributed with expected values equal to zero, have CMs equal to \( S_i \) and are uncorrelated for different measurements.

3.1 The dependence of the cost function on the measurement errors

Substituting in Eq. (4) the expression of \( \alpha_i \) given by Eq. (3) and using Eq. (7) we obtain the following expression for \( x_f \):

\[
x_f = A_f x + (1 - A_f) x_a + \sigma_f,
\]

where \( \sigma_f \) is the error on \( x_f \) given by:

\[
\sigma_f = (F + S_a^{-1})^{-1} \sum_{i=1}^{N} A_i^T S_i^{-1} \sigma_i
\]

and characterized by the CM \( S_f = \langle \sigma_f \sigma_f^T \rangle \) given in Eq. (6).

Substituting in Eq. (1) the expression of \( \alpha_i \) given by Eq. (3) and \( x \) with the expression of \( x_f \) given by Eq. (14), we obtain the expression of \( c_{\text{min}}(\sigma_i) \) as a function of the measurement errors:

\[
c_{\text{min}}(\sigma_i) = \sum_{i=1}^{N} \left[ \sigma_i - A_i \sigma_f + A_i (1 - A_f) (x_i - x_a) \right]^T S_i^{-1} \left[ \sigma_i - A_i \sigma_f + A_i (1 - A_f) (x_i - x_a) \right] + \left[ \sigma_f + A_f (x_f - x_a) \right]^T S_a^{-1} \left[ \sigma_f + A_f (x_f - x_a) \right],
\]

where \( \sigma_f \) is a linear function of \( \sigma_i \) expressed by Eq. (15).

Eq. (16) contains several matrix products, which produce several terms; we can rearrange these terms in the following way:

\[
c_{\text{min}}(\sigma_i) = c_{\text{min}}^0(\sigma_i) + c_{\text{min}}^1(\sigma_i) + c_{\text{min}}^2(\sigma_i),
\]

where \( c_{\text{min}}^0 \) is independent of the errors, \( c_{\text{min}}^1(\sigma_i) \) is linear in the errors and \( c_{\text{min}}^2(\sigma_i) \) is quadratic in the errors.

In the case of the term independent of the errors, performing algebraic operations and using Eqs. (5) and (7), we obtain:

\[
c_{\text{min}}^0 = \sum_{i=1}^{N} \left[ A_i (1 - A_f) (x_i - x_a) \right]^T S_i^{-1} \left[ A_i (1 - A_f) (x_i - x_a) \right] + \left[ A_f (x_f - x_a) \right]^T S_a^{-1} \left[ A_f (x_f - x_a) \right] = (x_f - x_a)^T S_a^{-1} A_f = \text{tr}[A_f (x_f - x_a)]^T S_a^{-1} A_f
\]

where \( \text{tr}[\cdot] \) identifies the trace of the matrix and we have used the relation for the trace of a product of two matrices \( \text{tr}[CD] = \text{tr}[DC] \) when \( D \) and \( C \) have the same shape.

In the case of the term linear in the errors, performing algebraic operations and using Eqs. (5), (7) and (15), we obtain:
\[ c_{\min}^1 (\sigma_i) = 2 \sum_{i=1}^{N} \left[ A_i (I - A_f) (x_i - x_a) \right]^T S_i^{-1} \left[ \sigma_i - A_i \sigma_f \right] + 2 \left[ A_f (x_i - x_a) \right]^T S_a^{-1} \sigma_f = 2 (x_i - x_a)^T S_a^{-1} \sigma_f, \]  

(19)

In the case of the term quadratic in the errors, performing algebraic operations and using Eqs. (5) and (15), we obtain:

\[ c_{\min}^2 (\sigma_i) = \sum_{i=1}^{N} (\sigma_i - A_i \sigma_f)^T S_i^{-1} (\sigma_i - A_i \sigma_f) + \sigma_f^T S_f^{-1} \sigma_f = \sum_{i=1}^{N} \sigma_i^T S_i^{-1} \sigma_i - \sigma_f^T (F + S_f^{-1}) \sigma_f, \]  

(20)

From Eqs (17-20) we obtain that the full expression of \( c_{\min}(\sigma) \), arranged as a function of the errors, is:

\[ c_{\min} (\sigma_i) = tr \left[ (x_i - x_a)(x_i - x_a)^T S_a^{-1} A_f \right] + 2 (x_i - x_a)^T S_a^{-1} \sigma_f + \sum_{i=1}^{N} \sigma_i^T S_i^{-1} \sigma_i - \sigma_f^T (F + S_f^{-1}) \sigma_f, \]  

(21)

where \( \sigma_f \) is a function of \( \sigma_i \) according to Eq. (15).

### 3.2 Expected value of the cost function

The expected value of the cost function is equal to the summation of the expected values of its three terms. Since \( c_{\min}^0 \) is independent of the errors, its expected value coincides with its constant value. The expected value of \( c_{\min}^1 (\sigma_i) \) is zero because this term is linear in \( \sigma_i \), and the expected values of \( \sigma_i \) are equal to zero. Therefore, we need to calculate only the expected value of \( c_{\min}^2 (\sigma_i) \):

\[ \left\langle c_{\min}^2 (\sigma_i) \right\rangle = \sum_{i=1}^{N} \left( \sigma_i^T S_i^{-1} \sigma_i - \sigma_f^T (F + S_f^{-1}) \sigma_f \right) = \sum_{i=1}^{N} tr \left( \sigma_i^T S_i^{-1} \right) - tr \left( \sigma_f^T (F + S_f^{-1}) \sigma_f \right) = \sum_{i=1}^{N} tr (I_i) - tr \left( S_f (F + S_f^{-1}) \right) = \sum_{i=1}^{N} n_i - tr (A_f), \]  

(22)

where Eqs. (6) and (7) have been used and \( n_i \) is the number of eigenvalues different from zero of \( S_i^{-1} \) rather than the number of its diagonal elements. When \( S_i \) is singular (or near singular) the inversion is performed by means of the generalized inverse (Kalman, 1976), and therefore, \( S_i^{-1} \) may have some eigenvalues equal to zero.

Finally, the expected value of the cost function is given by:

\[ \left\langle c_{\min} (\sigma_i) \right\rangle = \sum_{i=1}^{N} n_i - tr (A_f) + tr \left[ (x_i - x_a)(x_i - x_a)^T S_a^{-1} A_f \right], \]  

(23)

Recalling that the trace of the AKM represents the number of degrees of freedom (DOFs), which is the number of independent parameters actually determined by the analysis (Rodgers, 2000), we see that the expected value of the cost function is equal to: a first term that counts the number of available measurements minus a second term that is the number of DOFs plus a third term that depends on the difference between the a priori profile and the true profile.

### 3.3 Variance of the cost function

Using Eq. (21) it is possible to calculate the expression of the variance of the cost function. For those interested, the lengthy calculation is reported in Appendix A. The result is:

\[ \text{var} \left[ c_{\min} (\sigma_i) \right] = 2 \sum_{i=1}^{N} n_i - 4 tr (A_f) + 2 tr (A_f^2) + 4 tr \left[ (x_i - x_a)(x_i - x_a)^T S_a^{-1} A_f (I - A_f) \right], \]  

(24)

Eqs. (23) and (24) provide new relationships that make possible to calculate the expected value and the variance of the cost function minimized in the CDF.
A particular case is that in which we take a priori errors going to infinity (unconstrained case). In that case $S_{a^{-1}}$ tends to the null matrix and $A_f$ coincides with the identity matrix, therefore, we obtain:

$$\left\langle c_{\min}(\sigma_i) \right\rangle_{S_{a^{-1}} \rightarrow 0} = \sum_{i=1}^{N} n_i - n$$

(25)

$$\text{var}\left[ c_{\min}(\sigma_i) \right]_{S_{a^{-1}} \rightarrow 0} = 2\left( \sum_{i=1}^{N} n_i - n \right) ,$$

(26)

where $n$ is the number of levels of the fused profile. As expected, Eqs (25-26) are equal to the expected value and the variance of the chi-square distribution.

More generally, we notice that the third term of Eq. (23) and the fourth term of Eq. (24), which are only present when a constraint is used for the calculation of the fused profile, are a very small correction whenever mild constraints are used.

3.4 Reduced cost function

It is useful to introduce the reduced cost function defined as the ratio between the cost function and the expected value of the cost function:

$$c_r(x) = \frac{c(x)}{\left\langle c_{\min}(\sigma_i) \right\rangle}$$

(27)

with an expected value equal to 1.

Accordingly, the variance of the reduced cost function is equal to:

$$\text{var}\left[ c_{\min}(\sigma_i) \right] = \frac{\text{var}\left[ c_{\min}(\sigma_i) \right]}{\left\langle c_{\min}(\sigma_i) \right\rangle^2}.$$  

(28)

4 Application

4.1 Method to estimate the inconsistency CMs

When the correct CMs are used, the reduced cost function is bound to be equal to one within the variability determined by its variance. In turn using the expected value of the reduced cost function as a constraint we can tune the values of the CMs that characterize the inconsistencies of the fusing profiles, in particular either the CM $S_{\text{coin}}$ describing the variability of the true profiles of the fusing measurements or the CMs $S_{\text{FM}}$ describing the forward model errors. Of course the reduced cost function is a single constraint, furthermore limited by the uncertainty introduced by its variance, and can only be used to determine one parameter of the inconsistency CMs. However, if the same unknown CM is involved in several fusion processes a more elaborate determination of the CM may also be considered. In the following we consider the simple case in which the inconsistency CM is parametrized with a single parameter.

4.1.1 Estimate of the $k$ parameter

If the inconsistency CM is written as $k\Sigma$, where $k$ is a multiplicative parameter and $\Sigma$ is an assumed CM that describes the inconsistency error, the value of the $k$ parameter can be determined imposing that the reduced cost function is equal to one:  

$$c_r(x_f(k),k) = 1.$$  

(29)

Since $c_r(x_f(k),k)$ is a monotonic decreasing function of $k$, the value of $k$ satisfying Eq. (29) can be easily found numerically.
4.1.2 Estimate of the error of the $k$ parameter

The variance of the reduced cost function determines an error $\Delta k$ on the value of the parameter $k$ that is given by the following expression:

$$
\Delta k = \sqrt{\frac{\text{var} \left[ c_r \left( x_f (k), k \right) \right]}{dc_r \left( x_f (k), k \right) dk}}.
$$

(30)

The determination of $k$ and $\Delta k$ by means of Eqs. (29) and (30) requires the calculation of $\langle c_{\min} (\sigma) \rangle$ and $\text{var}[c_{\min} (\sigma)]$ by means of Eqs. (23) and (24), which depend on the true profile. Since the true profile is unknown, in the following analysis we replace the true profile with the fused profile, which is its best estimate.

4.2 The determination of the coincidence CM in the case of simulated ozone data

4.2.1 Simulated data

The use of CDF will be particularly relevant for the analysis of the future atmospheric Sentinel missions of the Copernicus programme (https://sentinel.esa.int/web/sentinel/missions). The amount of data that will be available from these missions will pose technical challenges to most applications and the CDF can be used to reduce the number of products while maintaining the information content of the full datasets. In general, we have a good understanding of the average geographical variability of the observed products and a reasonable assumption can be made of the $S_{\text{coin}}$ that is used for the data fusion, but local fluctuations may also have significant effects. Therefore, the possibility of using a scalar $k$ which takes into account the local fluctuations may provide for these data an important improvement. For this reason, simulated data of the Sentinel 4 are a good opportunity for the test of the method described in Section 4.1.

In the framework of the AURORA project (Cortesi et al., 2018) we simulated Sentinel 4 ozone vertical profile measurements as they could be obtained by the Infrared Sounder operating in the thermal infrared on board the Meteosat Third Generation satellite (http://www.eumetsat.int/website/home/Satellites/FutureSatellites/MeteosatThirdGeneration/MTGDesign/). The Sentinel-4 and the Sentinel-5P observations will improve our ozone composition knowledge (Quesada-Ruiz et al., 2019) and the AURORA project is assessing the advantages offered by CDF in the exploitation of the data. The atmosphere used for the simulations is taken from the Modern Era-Retrospective analysis for Research and Applications version 2 (MERRA2) reanalysis (Gelaro et al., 2017). The MERRA2 data are provided by the Global Modelling and Assimilation Office (GMAO) at NASA Goddard Space Flight Center. This reanalysis covers the modern era of remotely sensed data, from 1979 through the present. The data of a geostationary image, acquired on 1st April 2012 in about one hour, were considered and of the available 423719 measurements only the 35594 measurements in clear sky have been simulated. A coincidence cell of 0.5° step of latitude and 0.625° step of longitude was chosen for the data fusion and a total of 1296 cells, where there are at least two measurements that can be fused, are obtained. The time coincidence is in our case very short and is practically negligible.

The a priori profiles provided by the McPeters and Labow climatology (McPeters and Labow, 2012) are used for all fusing and fused profiles. The a priori CMs are obtained using the standard deviation of the McPeters and Labow climatology when its value is larger than 20% of the a priori profile and a value of 20% of the a priori profile in the other cases. The off diagonal elements are calculated considering a correlation length of 6 km. The correlation length provides an effective regularization that reduces oscillations in the retrieved profiles and the value of 6 km is typically used for nadir ozone profile retrieval (Liu et al., 2010, Kroon et al., 2011, Miles et al., 2015).

The method described in Section 4.1 to determine the coincidence CMs for the fusion of these simulated data is used. We model $S_{\text{coin}}$ as $kS_a$, that is we make the hypothesis that the variability of the true profiles is a fraction of that represented by the
a priori CM, which describes the climatological variability of the true profiles on geographical regions that are larger than the fusion cells.

In Fig. 1, we report the $k$ values given by Eq. (29) as a function of the number of fusing profiles, the $\Delta k$ errors are given by the colour scale. The second panel provides an enlargement of the first one for small values of $k$. From Fig. 1 we see that large values of $k$ are obtained when the number of fusing profiles is small and large errors are present. Since $k$ is a positive parameter, the uncertainty in its determination manifests itself mainly with large positive values and a sufficient statistics is needed for a useful determination of $k$ and in our case the number of fusing profiles must be greater than 10.

Increasing the number of fusing profiles the errors decrease and smaller values of $k$ are obtained, although the $\Delta k$ uncertainty, together with differences in the geographical variability, is still responsible for some dispersion of the $k$ values. When the number of fusing profiles is sufficient to produce reliable $k$ values we obtain $k$ values that are a fraction of the unity confirming that a small geographical variability, a fraction of the climatological variability, occurs within the cell chosen for the data fusion. In order to assess the entity of the obtained values it is important to notice that $k$ multiplies the CM and, accordingly, is proportional to the square of the geographical variability.

**4.2.2 Results for a single cell with a large number of fusing profiles**

As an example, we analyze the behavior of a cell with a large number of fusing profiles for which the $k$ value is well determined being significantly larger than the error $\Delta k$. We deal with a cell with 80 fusing profiles, for which, applying the method described in Section 4.1, we obtain $k = 0.068$ and $\Delta k = 0.014$. In this case, $\Delta k$ is about one fifth of the $k$ value.

The use of simulated data makes it possible to compare the results with the true quantities that we want to measure. In Fig. 2, we report the differences between three fused profiles, obtained with $k = 0.068$, with $k = 0$ and with the method used in the previous paper on the importance of coincidence errors (Ceccherini et al., 2018), and the true profile of the fusion, calculated as the mean of the true profiles corresponding to the fusing profiles. In the previous paper, an educated guess was made of the coincidence error and $S_{\text{Coin}}$ equal to a matrix with the square of the 5% of the a priori profile on the diagonal elements and a correlation length of 6 km for the off diagonal elements was used. In the figure, also the errors and the numbers of DOFs of the three fused profiles are reported.

We see that the fused profile with $k = 0$ has large differences with respect to the true profile of the fusion, while the other two fused profiles have smaller and comparable differences. The errors are basically the same for all three fused profiles and the numbers of DOFs are about equal for $k = 0.068$ and for the method used in the previous paper, and slightly larger for $k = 0$. 
The importance of using a coincidence CM is confirmed because it provides a significant reduction of the differences with the true profile at the cost of a negligible reduction of the number of DOFs. The difference between the results obtained with the two coincidence CMs is small, but the method described in Section 4.1 provides a slightly better compromise between reproduction of the true profile and number of DOFs and, more important, is an objective determination based on a mathematical constraint.

Figure 2: Differences between the fused profiles obtained with $k = 0.068$ (black line), $k = 0$ (red line) and the method used in Ceccherini et al. (2018) (green line) (* in this case $k$ is applied to a CM built in a slightly different way, see text) and the mean of the true profiles related to the fusing profiles as a function of altitude (and pressure). The errors (dotted lines) and the numbers of DOFs of the three fused profiles are reported as well.

In Fig. 3, we report the square root of the diagonal elements of $S_{\text{coin}}$ estimated by the method described in Section 4.1 (with its errors) and by the method used in the previous paper as a function of altitude (and pressure) and compare them with the standard deviation of the true profiles corresponding to the fusing profiles.
Figure 3: Square root of the diagonal elements of $S_{\text{coin}}$ estimated by the method described in Section 4.1 (black line), with its errors (grey band around the black line), and by the educated guess used in Ceccherini et al. (2018) (green line) (* in this case $k$ is applied to a CM built in a slightly different way, see text) as a function of altitude (and pressure) compared with the standard deviation of the true profiles corresponding to the fusing profiles (blue line).

We see that the method described in Section 4.1 is able to reproduce well the standard deviation of the true profiles up to about 30 km of altitude. Above 30 km this method overestimates the spread of the true profiles, probably likely because we assume $S_{\text{coin}}$ proportional to the a priori CM, which includes the day-night variability of ozone. This variability is instead absent in the fusing profiles because they belong to a single geostationary image that is acquired in one hour. The educated guess of $S_{\text{coin}}$ significantly overestimates the standard deviation of the true profiles below 8 km and above 15 km of altitude.

Within the limits posed by the fact that a single parameter is used for the estimate of a CM, the coincidence error determined with the constraint of the cost function is a very good representation of the real geographical variability, much better than that obtained with the educated guess (please note the logarithmic scale in Fig. 3), although the effect of this difference on the fusion process is very small, given the negligible consequences of overestimates of the coincidence error.

4.2.3 Analysis of all fusion cells

In order to evaluate the performances of the method described in Section 4.1 we introduce a quantifier $\beta$ equal to the root of the square sum of the relative differences between the fused profile and its true profile:

$$\beta = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{x_{f,i} - x_{t,i}}{x_{t,i}} \right)^2},$$  \hspace{1cm} (31)

where $x_{f,i}$ is the i-th component of the fused profile, $x_{t,i}$ is the i-th component of the true profile of the fusion and $n$ is the number of levels of the fused profile. We calculated this quantifier for all the fusion cells.

In Fig. 4, we show the scatter plots of $\beta$ and of the number of DOFs (panel (a) and panel (b), respectively) of the fused profiles obtained with the $k$ values determined by the method described in Section 4.1 as a function of the same quantities obtained with $k$ equal to zero. The number of fusing profiles is reported in the colour scale. In the case of $\beta$, small values are preferred; in the case of number of DOFs, large values are preferred.
Figure 4: (a) Scatter plot of $\beta_k$ as a function of $\beta_0$. The quantifier $\beta_k$ corresponds to the $k$ value determined by the method described in Section 4.1 and is reported in the y axis, while $\beta_0$ corresponds to $k$ equal to zero and is reported in the x axis. (b) Scatter plot of DOFs as a function of DOFs. DOFs is the number of DOFs of the fused profile obtained when $k$ is determined by the method described in Section 4.1 and is reported in the y axis, while DOFs0 is the number of DOFs of the fused profile obtained when $k$ is equal to zero and is reported in the x axis. The number of fusing profiles is reported in the colour scale.

From Fig. 4 we see that for large values of the number of fusing profiles in general the method described in Section 4.1 determines a significant reduction of $\beta$ with respect to the case of $k$ equal to zero, while the effect on the number of DOFs is negligible. In some cases for small values of the number of fusing profiles, we see that the use of the large value of $k$, erroneously determined by the method for the insufficient statistics, causes a significant reduction of the number of DOFs and sometimes also an increase of $\beta$. A worse value of $\beta$ is obtained in a few cases also for cells that do not have a very small number of fusing profiles, however the loss observed in these cases is much smaller than the gain obtained in the much more numerous cells for which a reduction of $\beta$ is observed. The distribution of the colours in Fig. 4b clearly shows that the number of DOFs increases when the number of fusing profiles increases, confirming the improvement of information obtained with the fusion of many profiles.

A complete evaluation of the performances of the method has to take into account both the ability to reproduce the true profile (represented by $\beta$) and the number of DOFs. For this reason, we define a new quantifier $\gamma$, equal to the ratio between $\beta$ and the number of DOFs, which takes into account both aspects:

$$\gamma = \frac{\beta}{DOFs}.$$  \hfill (32)

The quality of the fused profile improves when the value of $\gamma$ is reduced. In Fig. 5, we show the scatter plot of $\gamma$ of the fused profiles obtained with the $k$ values determined by the method described in Section 4.1 as a function of $\gamma$ of the fused profiles obtained with $k$ equal to zero. If the number of fusing profiles is smaller than 10 the points are reported in red otherwise in blue.
Figure 5: Scatter plot of $\gamma_k$ as a function of $\gamma_0$. The quantifier $\gamma_k$ corresponds to the $k$ value determined by the method described in Section 4.1 and is reported in the y axis, while $\gamma_0$ corresponds to $k$ equal to zero and is reported in the x axis. If the number of fusing profiles is smaller than 10 the points are reported in red otherwise in blue.

From Fig. 5 we see that when the number of fusing profiles is larger than 10 in general the method described in Section 4.1 determines a reduction of $\gamma$, improving the quality of the fused profiles. Occasionally a worsening is observed, but improvements, in number and in entity, are overwhelmingly larger than worsenings. When the number of fusing profiles is smaller than 10 the $k$ values determined by the method are affected by large errors (see Fig. 1) and values that are much larger than a reasonable expectation may be obtained. Therefore, it is not a surprise that in these cases the dominant effect is a degradation of the quality of the fused profiles with respect to the case of $k$ equal to zero. For this reason, the method described in Section 4.1, can only be used when either $k$ is determined with a small error or, similarly, the number of fusing profiles is sufficiently large. In the other cases, an educated guess should be used, possibly supported by the indications provided by the results obtained in the cells with a large number of measurements.

5 Conclusions

The measurements that we wish to fuse often have some inconsistencies due to representations on different vertical grids, imperfect time and space coincidence and different forward model errors. In order to apply the CDF method to inconsistent measurements it is necessary to add to the measurement CM of each fusing profile a CM that qualifies these inconsistencies as errors and prevents their use as erroneous features of the profile. Therefore, a realistic estimate of the inconsistency CM is required for effectual fused products. In this paper, we propose to use the statistical properties of the cost function distribution to improve the estimate of the inconsistency CM.

The expected value and the variance of the cost function distribution of the data fusion have been analytically determined for the first time. This allowed us to calculate the reduced cost function, which is bound to be equal to one within the variability determined by its variance. Modelling the inconsistency CM with one parameter, we used the expected value of the reduced cost function as a constraint to tune the value of this parameter and the variance of the reduced cost function to assign an error to this value.

We applied this method to simulated measurements of ozone profiles obtained in the thermal infrared in the framework of the Sentinel 4 mission of the Copernicus programme. The results show that when the number of fusing profiles is small the values of the parameter are affected by large errors, in particular they are almost completely undetermined if the number of fusing
profiles is smaller than 10. For such small values of the number of fusing profiles, the method is not able to provide reliable values of the parameter and it is better to use an educated guess for the estimate of the inconsistency CM. On the other hand, when the number of fusing profiles is large enough the values of the parameter provided by the method are affected by small errors and the estimated coincidence CMs generally improve the performances of the CDF method, providing a significant reduction of the differences between retrieved profile and true profile, with a negligible reduction of the number of DOFs.

Data availability. The data of the simulations presented in the paper are available upon request to the authors.

Appendix A

In this appendix we make the calculation of the variance of the cost function given in Eq. (24).

10 The variance is equal to:

\[
\text{var}\left[c_{\text{min}}(\sigma)\right] = \left\langle \left[ c_{\text{min}}(\sigma) - \left\langle c_{\text{min}}(\sigma) \right\rangle \right]^2 \right\rangle. \tag{A1}
\]

Substituting in Eq. (A1) the expression of \( c_{\text{min}}(\sigma) \) given by Eq. (17), we obtain:

\[
\text{var}\left[c_{\text{min}}(\sigma)\right] = \left\langle \left[ c_{\text{min}0} + c_{\text{min}1}(\sigma) + c_{\text{min}2}(\sigma) - \left\langle c_{\text{min}0} \right\rangle - \left\langle c_{\text{min}1}(\sigma) \right\rangle - \left\langle c_{\text{min}2}(\sigma) \right\rangle \right]^2 \right\rangle = \left\langle \left[ c_{\text{min}1}(\sigma) + c_{\text{min}2}(\sigma) - \left\langle c_{\text{min}2}(\sigma) \right\rangle \right]^2 \right\rangle + \left\langle \left[ c_{\text{min}2}(\sigma) \right]^2 \right\rangle - \left\langle \left[ c_{\text{min}2}(\sigma) \right]^2 \right\rangle \tag{A2}
\]

where we used \( <c_{\text{min}0}> = c_{\text{min}0}, <c_{\text{min}1}(\sigma)> = 0 \) and \( <c_{\text{min}1}(\sigma)c_{\text{min}2}(\sigma)> = 0 \) because the product \( c_{\text{min}1}(\sigma)c_{\text{min}2}(\sigma) \) is cubic in the errors and, therefore, its expected value is zero as a consequence of the symmetry of the normal distribution.

Using Eq. (19), for the first term of Eq. (A2) we obtain:

\[
\left\langle \left[ c_{\text{min}1}(\sigma) \right]^2 \right\rangle = 4 \left\langle \sigma_f^T S_a^{-1} (x_i - x_a) (x_i - x_a)^T S_a^{-1} \sigma_f \right\rangle = 4 \text{tr}\left[ S_f S_a^{-1} (x_i - x_a) (x_i - x_a)^T S_a^{-1} \right] = 4 \text{tr}\left[ (x_i - x_a) (x_i - x_a)^T S_a^{-1} A_f \left( I - A_f \right) \right], \tag{A3}
\]

where we have used the relation \( S_f S_a^{-1} = A_f \left( I - A_f \right) \) that comes from Eqs. (6) and (7).

Using Eq. (20), for the second term of Eq. (A2) we obtain:

\[
\left\langle \left[ c_{\text{min}2}(\sigma) \right]^2 \right\rangle = \left\langle \left[ \sum_{i=1}^{N} \sigma_i^T S_i^{-1} \sigma_i \right]^2 \right\rangle + \left\langle \left[ \sigma_f^T \left( F + S_a^{-1} \right) \sigma_f \right]^2 \right\rangle - 2 \left\langle \sum_{i=1}^{N} \sigma_i^T S_i^{-1} \sigma_i \sigma_f^T \left( F + S_a^{-1} \right) \sigma_f \right\rangle \tag{A4}
\]

Some further elaboration is needed to evaluate these three terms:

\[
\left\langle \sum_{i=1}^{N} \sigma_i^T S_i^{-1} \sigma_i \right\rangle = \sum_{i=1}^{N} \left\langle \sigma_i^T S_i^{-1} \sigma_i \sigma_i^T S_i^{-1} \sigma_i \right\rangle + \sum_{i,k=1}^{N} \left\langle \sigma_i^T S_i^{-1} \sigma_i \right\rangle \left\langle \sigma_k^T S_k^{-1} \sigma_k \right\rangle = 2 \sum_{i=1}^{N} \text{tr} \left( S_i^{-1} S_i^{-1} S_i \right) + \sum_{i,k=1}^{N} \left[ \text{tr} \left( S_i^{-1} S_j \right) \right]^2 + \sum_{i,k=1}^{N} \text{tr} \left( S_i^{-1} S_k \right) \text{tr} \left( S_k^{-1} S_i \right) = 2 \sum_{i=1}^{N} n_i + \sum_{i,k=1}^{N} n_i n_k = \sum_{i=1}^{N} \left( 2 + \sum_{k=1}^{N} n_k \right) \tag{A5}
\]
\[
\left[ \sigma_f^T (F + S_a^{-1}) \sigma_f \right]^2 = 2tr \left[ (F + S_a^{-1}) S_f (F + S_a^{-1}) S_f \right] + \left[ tr \left[ (F + S_a^{-1}) S_f \right] \right]^2 = 2tr \left( A_f^2 \right) + \left[ tr \left( A_f \right) \right]^2
\]  

(A6)

and

\[
-2 \left\{ \sum_{i=1}^{N} \sigma_f^T S_f^{-1} \sigma_f^T (F + S_a^{-1}) \sigma_f \right\}^2 = -2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} \sigma_f \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f = -2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} \sigma_f \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f - 2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f = -2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f - 2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f = -2 \sum_{i=1}^{N} \sigma_f^T S_f^{-1} A_i (F + S_a^{-1})^{-1} A_i^T S_f^{-1} \sigma_f
\]

(A7)

where we have used the formula for the expected value of the quartic form given in Petersen and Pedersen (2012), Eqs. (5-7) and Eq. (15).

The third term of Eq. (A2) is given by Eq. (22).

From Eq. (A2), using Eq. (22) and Eqs. (A3-A7), we obtain the expression of the variance of the cost function:

\[
\text{var} \left[ c_{\min}^f (\sigma_f) \right] = 2 \sum_{i=1}^{N} n_i - 4tr \left( A_f \right) + 2tr \left( A_f^2 \right) + 4tr \left[ (x_f - x_a)^T S_f^{-1} A_f (I - A_f) \right].
\]

(A8)
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