Reply to Reviewer 1

We thank Referee #1 for his positive comments on our manuscript. We reply to the individual comments point by point, with the original comments shown in italic, our replies in roman, and changes to the manuscript in bold.

p. 22, l. 2: Which sensitivity studies, reference?
These were internal unpublished studies performed at BIRA, during which the stability of the profile retrieval has been tested using either a Gauss-Newton or a Levenberg-Marquardt inversion scheme. They were motivated by the lack of convergence for some of the scenarios within this synthetic study. We feel that it is beyond the scope of this paper to investigate the internal details of the implementations of the individual algorithms and would therefore rather not elaborate this in more detail. A modification of the inversion scheme within bePRO is not foreseen since bePRO will be replaced by the new MMF algorithm in the future.

p. 29, fig 16, l. 3: ... as blue vertical line → ... as blue horizontal line
Done

p. 31, l. 4: discrepancies are mainly occur → discrepancies mainly occur
Done

This has been replaced by between the retrieved atmospheric state from the different algorithms.

p. 36, l. 10: ... have shown ...

p. 36, l. 13: About 54% of the data ...

Done
Reply to Reviewer 2

We thank Referee #2 for his thoughtful and positive comments, as well as the careful proofreading. We reply to the individual comments point by point, with the original comments shown in italic, our replies in roman, and changes to the manuscript in bold.

Page 1, line 12 - Here, or in the main text (e.g., pages 35-36), provide some context for these RMS differences. Are these numbers negligible or significant? How do they compare to typical absolute values?

It is indeed useful to bring the deviations into relation with typical atmospheric values - although these can be very variable. The respective statement in the conclusions has been replaced with: Both OEM and parametrised algorithms, and also the analytic approach by NASA, show equally good performance in terms of the reproduction of the true atmospheric state, with a typical accuracy (in terms of RMS difference between true and retrieved state) of \((0.08 - 0.25) \text{ km}^{-1}\) for surface aerosol extinction, and \((5.9 - 15.0) \cdot 10^{10} \text{ molec/cm}^3\) (or about 2.4 - 6 ppb) for HCHO and NO\(_2\) surface concentrations. These deviations, and also a potential positive bias towards the a priori for OEM algorithms, can be quite significant for clean air conditions, but are relatively small in polluted areas where several tens of ppb of NO\(_2\) and HCHO, and aerosol extinction of up to 5 km\(^{-1}\) can be present (e.g., Vlemmix et al., 2015). Total columns of trace gases can be retrieved with a higher accuracy than for aerosols, with slopes > 0.85 and correlation coefficients > 0.95 in most cases. However, the accuracy is expected to be higher for real atmospheric measurements (e.g. ?), since some of the scenarios within this study are quite arbitrary with the intention to test the algorithms under extreme conditions.

The multi-panel figures include a lot of information, but it is difficult to read some of the text (e.g., the numbers in the panels of Figures 5-7) and to distinguish some of the features discussed in the text. I suggest looking at all of the multi-panel figures and enlarging text or making other revisions where possible to make them clearer and more easily readable.

Figures 5-8, and 11-14 indeed contain a lot of information, but we are convinced that it is important to show the averaging kernels and vertical profiles for each of the aerosol and trace gas scenarios in order to give the reader an impression of the performance of the algorithms under different atmospheric conditions. In order to improve the readability, we have made the following modifications to the figures: (1) Increase of font size for the degrees of freedom for signal in Figures 5-8; (2) Increase of font size for the RMS in Figures 11-14; (3) Larger legends in Figures 11-14, now moved to the top of the figures.

Page 1, line 11 - root mean square (not squares)

Done (here and anywhere else)

Page 1, line 12 - between THE true...

Done

Page 1, line 16 - emissions. Monitoring

Done
Page 2, line 19 - here and elsewhere, hyphenate "state-of-the-art"
Done
Page 2, line 23 - straightforward
Done
Page 3, line 7, 24, 24, etc. - Here and for all equations, include punctuation - add periods to equations where relevant.
Our impression is that it is rather unusual to add a period at the end of a single-line equation even if the sentence ends there, as this would cause an ambiguity as that the period might be interpreted as part of the equation.
Page 3, line 15 - define variables s and rho in Eqn 3
The following sentence has been added: Here, ρ is the number density of the trace gas and s parametrises the light path length through the atmosphere.
Page 4, line 8 - DOFS is more commonly used than DFS for Degrees Of Freedom for Signal
To our knowledge, both DOFS and DFS are used in the literature as abbreviation for the degrees of freedom for signal. For the sake of consistency, we would rather prefer to use DFS since this is the term that has been used by the main author in the past (Frieß et al., 2006, 2011, 2016).
Page 4, line 20 - well-established
Done
Page 4, line 22 - should AVL be AVK?
Yes, this has been corrected
Page 5, Figure 1 - Should rightmost green box say "Reference dataset for dSCDs" rather than SCDs? Line 12 says that the dSCDs are the reference dataset.
This is correct, SCDs has been replaced with dSCDs in Figure 1.
Page 5, line 15 - reorder as: This dataset is referred to below as the ...
Done
Page 6, Table 1 - All acronyms should be defined here or in the text.
All acronyms for institutes, retrieval algorithms and RTMs are now defined in the description of the algorithms (Sections 3.1 - 3.8)
Page 7, line 22 and page 10, line 10 - a-priori is hyphenated here but nowhere else
The hyphen has been removed
Page 7, line 29 - grid points, (add comma) ... layer, which IS considered ...
Done
Page 8, line 23 - define MMF (it’s not defined anywhere - also check that all acronyms are defined throughout)
See the reply to your comment above. In addition, a reference to the recently published AMTD paper describing MMF algorithm has been added.
Page 9, line 16 - and second, (add comma)
Done
Page 9, line 18-19 - move definition of (RAA) immediately after "relative azimuth angles"
Done

Page 9, line 28-29 - allows the uncertainty of the resulting profiles to be determined.
Done

Page 10, line 3 - quantify what "level of agreement" is used in flagging data
The agreement between forward modeled and measured dSCDs is judged based on the dSCD error. Details can be found in Beirle et al. (2018). The description of the MAPA algorithm has been modified as follows: **Flagging is based on different criteria: (1) The level of agreement between forward model and measurement as compared to the dSCD error (for details see Beirle et al., 2018), ...**

Page 10, line 12 - (2011, 2015a)
Done

Page 10, line 19 - a-posteriori is hyphenated here but nowhere else
The hyphen has been removed

Page 10, line 26 - algorithm WAS developed ...
Done

Page 11, line 14 - atmospheric radiative transfer models
Done

Page 11, line 19 - for the forward MODELLING than ...
Done

Page 11, line 31 - during THE CINDI-2 ...
Done

Page 12, Figure 2 - Add a reference in the figure caption to Tables 2 and 3 for definitions of the profiles indicated in the legends.
The following sentence has been added to the caption of Figure 2: **The properties of the individual profiles are described in Tables 2 and 3.**

Page 14, line 1 - Table 5. RTM parameterS for ...
Done

Page 14, line 7 - serve as A reference
Done

Page 14, line 13 - as THE forward
Done

Page 14, line 14 - in THE case
Done

Page 14, line 19 - "some of" or "a portion of" rather than "parts of" ?
Replaced with **some of**

Page 14, line 20 - representationS
Done
Page 15, Figure 3 - Add more tick marks to the horizontal axes.
The number of x-axis ticks has been increased in Figure 3

Page 16, Figure 4 caption - root mean square (no S) ... correlation BETWEEN the ... compared to the medianS from ...
This sentence has been replaced with Slope, intercept, regression coefficient and root mean square difference (RMS) of the correlation between the SCDs from the individual forward models and the median SCDs from all models.

Page 17, line 9 - similar magnitude to the
We feel that the preposition "as" is more appropriate here.

Page 17, line 14 - trace gas profileS
Done

Page 17, line 15 - azimuth angleS
Done

Page 17, line 22 - interpolated onTO the
Done

Page 19, 20 Figure 7 and 8 captions - Same as Figure 5 ...
Done

Page 21, line 5 - RMS has already been defined - delete "root mean squares difference"
Done

Page 21, line 7 - problems retrievING the
Done

Page 23, line 2 - in THE case of
Done

Page 27, line 4, 5 - requires, however, excludING
Done

Page 28, line 12 - values FOR altitudes
Done

Page 28, line 30 - as is the case (delete "it")
Done

Page 28, line 31 - prevents THE retrievAL of negative
Done

Page 28, line 33 - in THE case of
Done

Page 29, Figure 16 - The label on the top of the left column says "AOD" but the caption refers to "AOT". Choose and use one consistently throughout.
We intend to use AOT throughout the paper since the term 'density' usually refers to an intensive variable, but AOT is an extensive quantity. AOD has been replaced with AOT in Figure 16.

Page 29, Figure 16, last line of caption - all data ARE shown
Page 30, Figure 17 caption - not correct to say this is the same as Figure 16. This uses the TG profiles, while Figure 16 uses the AER profiles. Revise.

The legend has been replaced with **Box-whisker plots of the retrieved HCHO (left) and NO₂ (right) VCD for the different trace gas scenarios (rows) and retrieval algorithms (columns) based on retrievals using noisy dSCDs. Crosses show the mean, dashed horizontal lines the median. Shaded areas indicate the (25% -75%) percentile, whiskers the (5% - 95%) percentile. The true VCD is shown as blue vertical line. For each algorithm, all data is shown on the left in black, and data marked as valid on the right in green. Also shown is the percentage of valid data. The median for each aerosol scenario is shown as coloured symbol as indicated in the legend.**

Page 30, line 2 - high-altitude cloud
Done

Page 32, Figure 19, last line of caption - all data ARE shown
Done

Page 35, line 6 - algorithm, MAPA. (add comma)
Done

Page 36, line 10 - have shown that bePRO generally performs well with ...
Done

Page 36, line 20 - which is particularly the case
Done

Page 37, line 4 - median dSCDs (add s) . . . ARE available
Done

Page 37, line 5 - THEY can serve as
Done

Page 37, line 7 - delete definition of CINDI-2 as it was defined on page 10
Done

Page 37, line 10 - available on REQUEST. (what about the availability of the other algorithms?)
This has been corrected. The other algorithms are not (yet) readily available.
Reply to Reviewer 3

We thank Referee #3 for his detailed comments. We reply to the individual comments point by point, with the original comments shown in italic, our replies in roman, and changes to the manuscript in bold.

However, at certain times I found points needing clarification. For example, I wonder how the NASA algorithm using only RTM calculations with Rayleigh scattering, works to yield aerosol profiles; O4 optical depth could be assigned for each layer, but I believe only RTM calculations with aerosols can connect the O4 information and aerosols.

The description of the NASA algorithm has been updated with a more detailed explanation of the approaches for aerosol and trace gas profile retrieval, see the revised manuscript.

Secondly degrees of agreement with surface values (section 6.6) should be compared to those with vertical total columns. The last sentence of Abstract and the second sentence of Conclusions focused on difference quantification of "concentrations", but implication for column values would be similarly or even more important, considering MAX-DOAS is heavily used for satellite validation.

In order to bring the accuracy of surface value and total column into relation, we have added the following statement to Section 6.6: For the prescribed profile scenarios, retrieved aerosol surface extinction (mean regression coefficient from all algorithms \( \bar{R} = 0.903 \) at 360 nm and \( \bar{R} = 0.825 \) at 477 nm ) shows a better agreement with the true value that the AOT (\( \bar{R} = 0.874 \) at 360 nm and \( \bar{R} = 0.803 \) at 477 nm). The opposite is true for trace gases, where the agreement of the total column (\( \bar{R} = 0.969 \) and \( \bar{R} = 0.955 \) for HCHO and NO₂, respectively) is better than for the surface mixing ratio (\( \bar{R} = 0.894 \) and \( \bar{R} = 0.780 \)).

1. Page 1, line 12. The authors state that the values are root mean squares, but they are not described much in detail in text (section 6.6).

We have added a paragraph discussing the RMS of surface and total column values to Section 6.6, see above.

2. Page 2, line 34. A posteriori modelled "d"SCDs? Same for the rightmost green box in Figure 1?

SCDs has been replaced with dSCDs, both in the text and in Figure 1.

3. Page 3, equation (4): What is \( S_e \)? How were they assumed in the OEM calculations? The dSCD errors listed in Table 6 correspond to this?

We have added the following statement after Figure 4: Here \( S_e \) is the measurement covariance matrix, which, under the assumption that the measurements are independent, is a matrix with the squares of the measurement errors (specified in Section 6.1 and Table 6) as diagonal elements and zero values elsewhere.

4. Page 10-11. Description of NASA algorithm should be elaborated as mentioned earlier. In Page 11, line 2, Are there cases where less than four measurements are available, for this synthetic-data-based study? Page 11, line 6. O4 dSCDs at low angles are used instead of the aerosol retrieval results? how this approach works without RTMs is difficult to understand.
The NASA algorithm description has been updated, see our reply to the general comment above.

5. AER8, 9, and 10 in Table 3 and 5. Parameters for fog/clouds (particularly for single scattering albedo) are same as those for aerosols?

Yes, the optical parameters are the same. We are aware that in reality optical properties of cloud droplets are significantly different from those of aerosols, and there is of course also a high variability for different kinds of aerosols. However, it is assumed here that aerosol properties are perfectly known and are the same for forward modelling and inversion. So the choice of the optical properties should have very little influence on the results.

6. Bottom panels of Figure 3 for gases: Results for all scenarios with different aerosol profiles are included?

Yes, the following sentence has been added to the caption of Figure 3: For HCHO and NO$_2$, results for all scenarios with different aerosol profiles are included.

7. Page 20, lines 1-3. The authors should mention that O$_4$ profile shape is heavily weighted to low layers.

We have added the following sentence to the discussion of the vertical sensitivity in the first paragraph of Section 6.2: This is a result of the measurement geometry and, in case of aerosols, also of the fact that the O$_4$ vertical distribution is heavily weighted to the surface.

8. Page 20, line 13. Better specifically mention as "synthetic" measurement vector (y)? Same for x axis label of Figure 9. Y-axis label in Figure 9 should be better mentioned as a posteriori modeled dSCDs?

The sentence on page 20, line 13, stating that the agreement between the measurement vector $y$ and the measurement vector $F(\hat{x})$ is an important indicator for the level of convergence, is valid not only for synthetic studies but in general for all applications. We would therefore rather not add the term "synthetic". It is stated in the caption of Figure 9 that the y-axis shows a posteriori dSCDs, and adding this to the y-axis label would make the label too lengthy. To make clear that we refer to simulated measurements from the synthetic dataset whenever we state "measurements", we have added the following statement to Section 6.1: In the following, we refer to this synthetic dataset as the measured dSCDs.

9. Page 20, line 3. Any reasons for the underestimation of O$_4$ at 477 nm?

We assume that you refer to page 21, line 3. One of the reasons might be that the constraint of the retrievals by the a priori covariance might be too strong specifically for the PriAM algorithm. However, the investigation of the reasons for deficiencies of the individual algorithms is beyond the scope of this study, and we have no knowledge about the reasons for the underestimation of O$_4$ at 477 nm by the PRIAM algorithm.

10. Figure 10 and 15. Y-Axis range for Slope is better zoomed to narrower range?

Our intention was to have the same y-axis ranges for slope and regression coefficients in Figures 4, 10, 15, 18, and 21. This has now been changed and the axis ranges now better match the range of the data points.
11. Figure 13 caption. Legend for coloured symbols corresponding to aerosol scenario is not found.

The legend now has moved to the top of the Figure, with a larger font size for better readability.

12. Figure 14. My guess is that MAX-DOAS gas determination would be difficult in the AER2+TG7 scenario. Can the scenario be identified in the plot for some discussion?

The AER2/TG7 scenarios (shown as green circles) do not pose any particular difficulty for any of the algorithms. In contrast, some of the OEM algorithms (BEPRO and BOREAS) have difficulties with uplifted profiles during fog (AER8/TG7; green diamonds).

13. Page 28, lines 1-5. How the failure in retrievals in aerosol/cloud affected the gas retrievals? If correct aerosols profiles are given, better agreement is obtained?

In general, the trace gas retrieval is surprisingly stable even if the aerosol profiles appear to be unrealistic, a finding that has also been confirmed by real measurements. We focused on the performance of the algorithms based on the processing chain that is also applied to field measurements (i.e., using the aerosol profiles from the retrieval based on O₄ dSCDs as a constraint for the trace gas retrieval), and tests using the ‘true’ aerosol profile as a constraint for the trace gas retrieval are beyond the scope of this study.

14. AER0 and TG0 cases for bePRO, HEIPRO, MMF, and PROAMF in Figures 16 and 17. As mentioned in page 30 lines 7-8, a positive bias is present. This might be fatal for satellite validation in clean region. Can they be easily screened out during post error analysis, for example, comparison with largest dSCD values?

The bias for low (or zero) aerosol and trace gas scenarios from the OEM algorithms is indeed quite large for the settings chosen in this study. For atmospheric measurements, this can be overcome by either using smaller a priori concentrations/extinctions during clean air conditions and/or by increasing the a priori covariance. It is, however, crucial to investigate potential biases and other error sources, and to minimise these by choosing optimal settings for each individual field site and for each algorithm.

15. Y-axis of Figure 16. AOT is used throughout text?

AOD has been replaced by AOT in Figure 16.

16. Page 33. Degrees of agreement with surface values (section 6.6) should be compared to those with vertical total columns.

See our reply to the general comment above.

17. Section 6.7. Any time loss during data I/O for some algorithms?

Yes, the time for data I/O has been included in the benchmark. This should, however, only be significant for the NASA algorithm with a processing time in the order of milliseconds.

18. Page 36, line 7. bePRO

This has been corrected.

19. Page 36, line 10. have shown
This has been corrected.

20. Page 37, line1. Do the authors mean "direct-sun" observation here?
We are not referring to direct sun observations here, but to observations close to the sun (e.g., in the aureole region), which can cause difficulties due to stray light within the telescope, or unintentional intersection of the field of view with the solar disc. Also, the aureole region is particularly sensitive to the aerosol phase function and a wrong choice of the aerosol optical parameters for the retrieval might introduce larger errors than for measurements elsewhere in the sky.

21. Recommendation learnt from this study should be listed in Conclusions?
The following statement has been added to the conclusions: As a result of this study, the MMF and the MAPA algorithms, both showing best performance in terms of reconstruction of the atmospheric state and computational speed, were selected as profile algorithms for the FRM4DOAS centralised near-real-time algorithm for a harmonised processing of MAX-DOAS data, which is planned to be made available to the community in the near future.
Reply to the interactive comment by Johannes Zielcke

The thesis Johannes Zielcke (2016), of which our study is certainly not an imitation, is now cited in the revised version of the manuscript, among numerous other publications that used synthetic measurements for the investigation of inverse models for aerosol and trace gas vertical profiles from MAX-DOAS measurements.

The following statement has been added to the introduction (P2, L19): Testing the performance of algorithms for the retrieval of the atmospheric state using remote sensing measurements on the basis of synthetic data is a method that has been widely used in the scientific community. In particular, numerous synthetic studies that investigated the performance of MAX-DOAS retrieval algorithms were published in the past (Wagner et al., 2004; Frieß et al., 2006; Hay, 2010; Vlemmix et al., 2011; Yilmaz, 2012; Hartl and Wenig, 2013; Holla, 2013; Zielcke, 2015). This paper presents the first intercomparison of eight state-of-the-art algorithms for the retrieval of vertical profiles of aerosols and trace gases using synthetic MAX-DOAS measurements.
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Abstract. Multi-Axis Differential Optical Absorption Spectroscopy (MAX-DOAS) is a widely used measurement technique for the detection of a variety of atmospheric trace gases. Using inverse modelling, the observation of trace gas column densities along different lines of sight enables the retrieval of aerosol and trace gas vertical profiles in the atmospheric boundary layer using appropriate retrieval algorithms. In this study, the ability of eight profile retrieval algorithms to reconstruct vertical profiles is assessed on the basis of synthetic measurements. Five of the algorithms are based on the optimal estimation method, two on parametrised approaches, and one using an analytical approach without involving any radiative transfer modelling. The synthetic measurements consist of the median of simulated slant column densities of O₄ at 360 nm and 477 nm, as well as of HCHO at 343 nm and NO₂ at 477 nm, from seven datasets simulated by five different radiative transfer models. Simulations are performed for a combination of 10 trace gas and 11 aerosol profiles, as well as 11 elevation angles, 3 solar zenith and 3 relative azimuth angles. Overall, the results from the different algorithms show moderate to good performance for the retrieval of vertical profiles, surface concentrations and total columns. Except for some outliers, the root mean squares difference between the true and retrieved state ranges between (0.05 – 0.1) km⁻¹ for aerosol extinction, and (2.5 – 5.0) · 10¹⁰ molec/cm³ for HCHO and NO₂ concentrations.

1 Introduction

The planetary boundary layer (PBL) is the part of the atmosphere that is in direct contact with the terrestrial biosphere. Its chemical composition is determined by anthropogenic and natural emissions. Monitoring of both chemical composition and aerosol content of the PBL is crucial for the understanding of the chemical and physical processes and the spatio-temporal evolution of PBL composition. A versatile tool for the monitoring of atmospheric trace gases and aerosol content of the PBL is the well-known Multi-Axis Differential Optical Absorption Spectroscopy (MAX-DOAS) (e.g. Hönniger
straightforward. This study is part of the Fiducial Reference Measurements for Ground-Based DOAS Air-Quality Observations (FRM$_4$DOAS) project funded by the European Space Agency (see http://frm4doas.aeronomie.be). One of the main objectives of this project is the development of a community algorithm for a harmonised near-real-time processing of MAX-DOAS data, including spectral analysis as well as the retrieval of tropospheric profiles of aerosols, HCHO and NO$_2$, and stratospheric NO$_2$ profiles as well as total ozone columns. As part of the FRM$_4$DOAS project, the aim of the study presented here has been the selection of suitable algorithms for the retrieval of tropospheric profiles to be integrated in the FRM$_4$DOAS community algorithm.

The paper is structured as follows: Section 2 briefly describes the inverse modelling theory and outlines the strategy for the intercomparison of the profile retrieval algorithms. A short description of the individual retrieval algorithms is provided in Section 3. The model scenarios and RTM settings are specified in Section 4. Slant column densities (SCDs) of NO$_2$, HCHO, as well as the oxygen collision complex O$_4$, simulated by the different RTMs serving as forward models for the retrieval...
algorithms, are compared in Section 5. Comparisons of the quantities derived by the participating retrieval algorithms are presented in Section 6. These include averaging kernels from the OEM algorithms (Section 6.2), a posteriori modelled dSCDs (Section 6.3), vertical profiles (Section 6.4), total columns (Section 6.5), as well as aerosol extinctions and trace gas concentrations near the surface (Section 6.6). Finally, the numerical performance of the individual retrieval algorithms is assessed in Section 6.7.

2 Profile retrieval and intercomparison strategy

In general, the retrieval of the atmospheric state (or the state of any physical system) by remote sensing is based on the observation of a finite number of quantities that represent the components of the measurement vector $y$, which is a function of the atmospheric state $x$,

$$y = F(x, b) + \epsilon$$

Here, $\epsilon$ represents the measurement error. In case of MAX-DOAS retrievals, the state vector $x$ consists either of aerosol extinction coefficients or trace gas concentrations in discrete atmospheric layers with a typical thickness of 50 - 200 m. The measured quantities are differential slant column densities (dSCDs) $dS$, usually the difference between the SCD $S$ at a certain EA $\alpha$ and the SCD from a zenith sky measurement, observed along different lines of sight:

$$dS = S(\alpha) - S(\alpha = 90^\circ)$$

with the SCD $S$ being the integrated concentration along the (average) light path through the atmosphere:

$$S = \int \rho(s) \, ds$$

Here, $\rho$ is the number density of the trace gas and $s$ parametrises the light path length through the atmosphere. The vector $b$ in Equation 1 represents additional forward model parameters, which are not to be retrieved, such as atmospheric pressure, temperature, aerosol optical properties, etc. The aim of an inverse model is to provide an estimate of the atmospheric state $x$ for a given measurement $y$. However, inverse problems are often poorly constrained, and the inverse of the forward model function $F^{-1}$, for which $x = F^{-1}(y)$ either does not exist, or the finite measurement error $\epsilon$ leads to unstable estimates of the state vector.

To overcome these problems, MAX-DOAS retrieval algorithms make use of two different approaches. Retrieval algorithms using the well-known Optimal Estimation Method (OEM) are based on a Bayesian approach (Rodgers, 2000). They introduce
an a priori state vector $x_a$, together with an a priori covariance matrix $S_a$, as an additional constraint. OEM algorithms are based on the minimisation of the following cost function:

$$
\chi^2(x) = (y - F(x, b))^T S_e^{-1} (y - F(x, b)) + (x - x_a)^T S_a^{-1} (x - x_a)
$$

(4)

Here $S_e$ is the measurement covariance matrix, which, under the assumption that the measurements are independent, is a matrix with the squares of the measurement errors (specified in Section 6.1 and Table 6) as diagonal elements and zero values elsewhere. The most probable (maximum a posteriori, MAP) estimate $\hat{x}$ is then given as

$$
\hat{x} = \arg\min \chi^2(x)
$$

(5)

The a priori constraints $x_a$ and $S_a$ represent the best knowledge of the atmospheric state before the measurement has been made, which can be derived, e.g., from climatologies, but are often only based on rough estimates of the typical atmospheric conditions at the measurement site. The averaging kernel matrix (AVK) $A$ quantifies the sensitivity of the retrieved state to the true atmospheric state:

$$
A = \frac{\partial \hat{x}}{\partial x}
$$

(6)

The degrees of freedom for signal (DFS) $d_s = Tr(A)$ quantify the number of independent pieces of information contained in the measurements. The $j^{th}$ row of the AVK represents the sensitivity of the retrieved amount in the atmospheric layer $j$ to the amount in all other layers, and the retrieved profile can be expressed by the true atmospheric profile, smoothed by the AVK according to

$$
\hat{x} = x_a + A(x - x_a)
$$

(7)

Parametrised retrieval algorithms do not explicitly introduce a priori constraints but overcome the problem that the state vector is poorly constrained by the measurements by representing the state vector as $x = x(p)$, using only a small number (typically 2-4) of parameters $p = (p_1, \ldots, p_N)$ that describe quantities such as the total column, the layer thickness, and the shape of the profile. The cost function of parametrised algorithms is given as

$$
\chi^2(p) = (y - F(x(p), b))^T S_e^{-1} (y - F(x(p), b))
$$

(8)

and the best estimate of the parameters $\hat{p}$ is given as

$$
\hat{p} = \arg\min \chi^2(p)
$$

(9)
Figure 1. Flow diagram depicting the strategy for the retrieval algorithm intercomparison.

OEM algorithms have the advantages that the approach, based on the well-established Bayesian statistics, is mathematically stringent, and that important parameters, such as the retrieval covariance matrix (separated into smoothing and noise covariance), AVI-AVK, as well as information content, can be readily derived. Parametrised algorithms are usually faster than OEM algorithms, since the small number of parameters allows for the usage of pre-calculated LUTs, whereas OEM algorithms, with a larger number of state vector elements, usually perform radiative transfer calculations on-line. The calculation of the Jacobian matrix (weighting function), which is required by OEM algorithms for the minimisation of the cost function, can be quite time consuming, especially for non-linear problems, such as the aerosol profile retrieval. Parametrised algorithms have the disadvantage that the parametrisation limits the possible representations of the state vector to a certain subspace of the state vector space when characterising the state vector with a limited number of parameters. On the other hand, OEM algorithms tend to be biased to the a priori, in particular in regions where the sensitivity to the atmospheric state is low.

The overall strategy for the comparison of aerosol and trace gas vertical profiles from MAX-DOAS measurements within this study is depicted in Figure 1. It consists of the following steps:

1. The first step of the intercomparison exercise consists of a comparison of the forward models of the individual retrieval algorithms. Simulations of SCDs of HCHO, NO\textsubscript{2} and O\textsubscript{4} are performed for a variety of atmospheric scenarios and viewing geometries as described in Section 4. In the following, these prescribed scenarios are referred to as the true atmospheric state, which is represented by the atmospheric state vector $\mathbf{x}$. This forward model intercomparison exercise allows for a quantitative comparison of the individual RTMs on which the inversions are based (see Section 5).
Table 1. MAX-DOAS retrieval algorithms participating in this study

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Institute</th>
<th>Method</th>
<th>Forward Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>bePRO</td>
<td>BIRA-IASB</td>
<td>OEM(^a)</td>
<td>LIDORT</td>
</tr>
<tr>
<td>BOREAS</td>
<td>IUP Bremen</td>
<td>OEM</td>
<td>SCIATRAN</td>
</tr>
<tr>
<td>HEIPRO</td>
<td>IUP Heidelberg</td>
<td>OEM(log)</td>
<td>SCIATRAN</td>
</tr>
<tr>
<td>MMF</td>
<td>BIRA-IASB</td>
<td>OEM(log)</td>
<td>VLIORT</td>
</tr>
<tr>
<td>PRIAM</td>
<td>MPIC</td>
<td>OEM(log)</td>
<td>SCIATRAN</td>
</tr>
<tr>
<td>MAPA</td>
<td>MPIC</td>
<td>PAR(^c)</td>
<td>McArtim</td>
</tr>
<tr>
<td>MARK</td>
<td>KNMI</td>
<td>PAR</td>
<td>DAK</td>
</tr>
<tr>
<td>NASA</td>
<td>NASA</td>
<td>ANA(^d)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) Optimal estimation  
\(^b\) OEM(log): Optimal estimation with logarithmic state vector  
\(^c\) Parametrised retrieval  
\(^d\) Analytical retrieval with RTM only for Rayleigh atmosphere

2. The medians of the ensemble of dSCDs of HCHO, NO\(_2\) and O\(_4\) from the different forward models derived from step 1 serve as a reference dataset that represents the measurement vectors for the different atmospheric scenarios. This dataset was distributed among the participants of this study and serves as input for the individual retrieval algorithms. This dataset is in the following referred to as the (synthetic) measurements \(y\).

3. The comparison of profiles \(\hat{x}\) retrieved by each participant on the basis of the reference dataset with the true aerosol and trace gas profiles \(x\) allows for a quantitative assessment of the inverse models. The results of this intercomparison will be presented in Section 6.

4. Finally, a comparison of the numerical performance of the individual retrieval algorithms is performed (Section 6.7).

3 Retrieval algorithms

This section briefly describes the eight MAX-DOAS retrieval algorithms whose main features are listed in Table 1. Five of the algorithms are based on OEM, two on a parametrised approach, and one (NASA) on an analytical approach without radiative transfer modelling. Each of the participants is free to decide on criteria for flagging particular retrieval results as invalid as described in the following subsections. If not stated otherwise, the comparison of retrieved quantities within this study is based on all data, without considering the validity flags.

3.1 The bePRO algorithm

The bePRO [Belgian Profile](bePRO) OEM inversion algorithm has been developed at the [Royal Belgian Institute for Space Aeronomy](BIRA-IASB) by Clémer et al. (2010). The forward model used in bePRO is the linearised discrete ordinate radiative
transfer (LIDORT) code (Spurr et al., 2008). LIDORT is a multiple-scattering multi-layer discrete ordinate scattering code with a simultaneous linearization facility for the generation of both radiances and analytical Jacobians (intensity partial derivatives with respect to any atmospheric or surface parameter). It uses the Green’s function method for solving the layer radiative transfer equations (RTEs), both for solar and thermal-emission sources. The analytical calculation of the weighting functions allows near-real-time MAX-DOAS profile inversion without the use of pre-calculated weighting function LUTs. bePRO uses a two-step approach. First, the aerosol extinction vertical profiles are retrieved for each MAX-DOAS scan from the corresponding measured O$_4$ dSCDs. Since it is a non-linear inversion problem, the iterative OEM approach is used to minimise the cost function defined in Equation 4. The standard aerosol retrieval output includes the following parameters: aerosol extinction profiles (in units of km$^{-1}$), aerosol optical depth, AVKs, smoothing and noise measurement error matrices, and O$_4$ dSCDs calculated from the retrieved aerosol extinction profiles using the forward model $\mathbf{F}$. In a second step, trace gas vertical profiles are retrieved using retrieved aerosol extinction profiles as input for the calculation of the corresponding weighting functions. Since trace gases (except ozone) are optically thin absorbers, the OEM equation for linear case is used (Rodgers, 2000).

A bePRO retrieval (aerosol or trace gas) is flagged as valid if the three following criteria are fulfilled: (1) the root mean squares-square (RMS) of the difference between measured and simulated dSCDs < 30%, (2) DFS $\geq$ 1, and (3) no negative value in the retrieved profile.

3.2 The BOREAS algorithms

The BOREAS—Bremen Optimal estimation REtrieval for Aerosols and trace gaseS (BOREAS) OEM algorithm (Bösch et al., 2018) uses the developed at the Institute of Environmental Physics (IUP) Bremen uses the Sciamachy radiative transfer model SCIATRAN (SCIATRAN) version 4.0.1 for the forward model calculations and the SCIATRAN retrieval mode for the inversion of the aerosol extinction profile (Rozanov et al., 2014). However, since BOREAS is still under development, a previous version of SCIATRAN was used (v3.8.12) together with a preliminary version of BOREAS within this study. SCIATRAN is run in BOREAS using the discrete ordinate mode with full multiple scattering, full spherical geometry for single scattered and plane parallel geometry for multiple scattered light. Polarisation and rotational Raman scattering are usually not included in the forward model calculations. The weighting functions are calculated analytically assuming an optically thin atmosphere.

The BOREAS aerosol retrieval is based on the minimisation of the difference in O$_4$ optical depth between measurements and forward model within a Tikhonov-Regularization by varying the aerosol extinction profile until convergence or an iteration limit is reached. In a second step, so-called box air-mass factors are calculated for the chosen absorber using the afore obtained aerosol extinction profile. Again SCIATRAN in its full-spherical mode is applied. With the box air mass factors, the relation between the measurement and the absorber’s profile in the atmosphere can be expressed as a linear system, which is then solved by applying the OEM on the measured slant columns and a-priori a priori profile information to retrieve trace gas profiles.

The profile retrieval is calculated based on SCIATRAN’s main grid and can be set by the user. The grid itself describes homogeneous layers around the grid points, with the exception of the uppermost (lowermost) layer, which are is considered as
half of the grid steps. BOREAS retrieval results are routinely calculated on equidistant grid levels from the surface up to the maximum retrieval height. For each level, the retrieved value is the average of the corresponding layer, e.g. in the case of the 200 m level, the altitude range from 100 m to 300m defines this specific layer. Two exceptions are the boundary levels, 0 m and 4000 m, which cover only half the altitude range compared to the other layers (0 - 100 m and 3900 m - 4000 m). Since the grid was defined at the centre of the levels in this intercomparison study, BOREAS results were interpolated on these altitude values. Due to this interpolation, the lowest values in the submitted profiles are the interpolation between the retrieved surface value and the 200 m result.

Four different quality filters were applied. A profile is flagged as invalid if either (1) the retrieved vertical column density is negative, (2) the profile contains more than ten negative values, (3) the RMS between simulated and measured dSCD is larger than $2 \cdot 10^{16}$ molec/cm$^2$ for NO$_2$ and HCHO, and $5 \cdot 10^{13}$ molec$^2$/cm$^5$ for O$_4$, and (4) the relative difference between the simulated and the measured dSCD for each line of sight is smaller than 5%.

### 3.3 The HEIPRO algorithm

The HEIPRO retrieval—Heidelberg Profile Retrieval Algorithm (HEIPRO) is an updated version of the algorithm already described in detail in Frieß et al. (2006) and Frieß et al. (2011). It uses the SCIATRAN radiative transfer model version 2.1.5 (Rozanov et al., 2014) in discrete ordinate mode with full multiple scattering, full spherical geometry for single scattered and plane parallel geometry for multiple scattered light. The weighting functions for trace gases (box airmass factors) are calculated analytically, the weighting functions for aerosols are calculated using the finite difference method.

HEIPRO is based on OEM and retrieves the most probable state vector by minimizing the cost function given by Equation 4. The vertical extinction and aerosol profiles are represented in the state vector as the logarithm of extinction and trace gas concentration, respectively. This has the advantages that (1) negative values, which cannot be processed by the RTM, are avoided, (2) the retrieval can reconstruct a larger range of atmospheric conditions, and (3) the retrieval is generally more stable with less tendency to oscillations. As most MAX-DOAS retrieval algorithms, HEIPRO uses a two-step approach, where the aerosol extinction profile is retrieved in a first step using O$_4$ dSCDs as measurement vector, and the trace gas profile is retrieved in a second step using the according trace gas dSCDs as measurements vector, together with the aerosol profile from the first step. The radiative transfer model SCIATRAN version 2.1.5 serves as forward model for the retrieval.

No filtering of the HEIPRO data has been performed, and all profiles are flagged as valid.

### 3.4 The MMF algorithm

MMF (Friedrich et al., submitted to AMTD) The Mexican Maxdoas Fit (MMF) algorithm (Friedrich et al., 2018) uses VLI-DORT (Spurr, 2006) version 2.7, the vectorized version of LIDORT (see also Sect. 3.1), in pseudo-spherical multiple scattering setting as forward model. Only the intensity information and its analytically calculated Jacobians, not the other Stokes parameters, are currently used. MMF can operate in linear or logarithmic state vector space. While different regularization matrices are possible in the linear space, only $S_n$ matrices of the form used in this study are currently tested in logarithmic mode. The results presented here were performed in logarithmic mode. MMF also uses a two-step approach, as outlined above in Sect.
3.3. Quantities such as aerosol single scattering albedo, aerosol asymmetry factor, surface albedo, as well as temperature and pressure profiles can be supplied. On top of the custom retrieval grid, a simulation grid can be supplied. The algorithm has so far been applied in linear mode with Tikhonov regularization for aerosol retrieval on an almost equal distance-in-pressure grid at UNAM (National Autonomous University of Mexico) for the retrieval of NO\textsubscript{2} profiles from 4 stations in the Mexico City area.

MMF flagging for this study was based on the mean of the ratio of the absolute value of the difference between measured and simulated dSCD and the dSCD measurement error. The limit for flagging scans as invalid was 10.

3.5 The PRIAM algorithm

The OEM-based PriAM algorithm developed by the Anhui Institute of Optics and Fine Mechanics, Chinese Academy of Sciences (AIOFM, CAS), in cooperation with Max Planck Institute for Chemistry (MPIC), is introduced in Wang et al. (2013) and Frieß et al. (2016). A two-step inversion procedure is used in PriAM. In the first step, profiles of aerosol extinction are retrieved from the O\textsubscript{4} dSCDs. The single scattering albedo and asymmetry factor should be defined for the aerosol retrieval based on other auxiliary measurements. Afterwards, profiles of volume mixing ratios (VMRs) of trace gases are retrieved from the respective dSCDs in each MAX-DOAS EA sequence. The retrieval problem is solved by the Levenberg-Marquardt modified Gauss-Newton numerical iteration procedure (Levenberg, 1944; Marquardt, 1963; Rodgers, 2000). PriAM uses the SCIATRAN 2.2 RTM (Rozanov et al., 2005) to calculate the weighting function and other simulated quantities. To avoid meaningless negative values, the original aerosol extinction and VMR of trace gases are transformed to the logarithms of these quantities. Because of the conversion, it is necessary to use the nonlinear optimal inverse method to retrieve the profiles of trace gases instead of the linear method. PriAM can retrieve trace gas and aerosol profiles on any arbitrary vertical grid.

3.6 The MAPA algorithm

The Mainz Profile Algorithm (MAPA) developed at the MPIC is a two-step algorithm based on a parametrised approach. First, the aerosol profile is retrieved based on O\textsubscript{4} DSCDs, and second, trace gas profiles are retrieved based on trace gas dSCDs and aerosol profiles from the first step. The forward model is provided as a LUT, relating the profile parameters to O\textsubscript{4} and trace gas differential airmass factors (dAMFs) for given solar zenith angles (SZA) and relative azimuth angles (RAA) between the Sun and the instrument’s field of view (RAA). The LUT is calculated with the McARTIM radiative transfer model Monte Carlo Atmospheric Radiative Transfer Inversion Model (McARTIM) (v1), a full spherical Monte-Carlo model without polarisation (Deutschmann et al., 2011). Up to four parameters are determined independently: the integrated column (aerosol optical thickness, AOT; or vertical column density, VCD), layer height, profile shape, and, in case of aerosols, the O\textsubscript{4} scaling factor (optional). The profile shape is described by the shape parameter $s$, with $s = 1$ representing a box profile, $s < 1$ representing a combined box profile with an exponential profile on top ($s$ describes the fraction of the box profile on the total profile), and $s > 1$ representing elevated profiles.
Previous versions of the parameter-based profile inversions, as described e.g. in Wagner et al. (2011), were based on a Levenberg-Marquardt least-squares algorithm. In MAPA (from v0.6 on), however, the profile retrieval is based on a Monte Carlo approach yielding an ensemble (instead of only one set) of best matching parameters. This approach is much faster (about 3 seconds per profile), accounts for correlations between the parameters, can deal with multiple minima, and allows to determine the uncertainty of the resulting profiles to be determined. MAPA is described in detail in Beirle et al. (2018).

MAPA uses RTM parameters for the LUT generation that slightly differ from those prescribed within this study (see Section 2), with a phase function asymmetry parameter of 0.68, aerosol single scattering albedo of 0.95, and a surface albedo of 0.05.

The MAPA flagging scheme is as follows: For each elevation sequence, MAPA determines the parameter combinations yielding best match of modeled and measured dSCDs, no matter how good this "best match" actually is. Thus, flagging is required in order to evaluate which MAPA results should be considered as meaningful and which not. MAPA provides a 2-stage flagging scheme: moderate exceedance of the thresholds results in a warning, while large deviations raise an error. Flagging is based on different criteria: (1) The level of agreement between forward model and measurement as compared to the dSCD error (for details see Beirle et al., 2018), (2) the consistency of column parameter within the Monte Carlo ensemble, and (3) the shape of the resulting profile, which is requested to be located in the lower troposphere. In addition, scenes with high AOT (> 2) are flagged as invalid. For RAA < 15°, even scenes with AOT > 0.5 are flagged. All flags are determined and stored individually, and merged into one total flag defined as any of the flag criteria for both warnings and errors.

Flag criteria and thresholds have been developed and optimized based on both the synthetic dSCDs presented in this study and real measurements during the Second Cabauw Intercomparison of Nitrogen Dioxide Measuring Instruments (CINDI-2). For details on the MAPA flagging scheme and a discussion on the impact of the a-priori thresholds see Beirle et al. (2018).

3.7 The MARK algorithm

The MAXDOAS retrieval KNMI (MARK) developed at the Royal Dutch Meteorological Institute (KNMI) is described in Vlemmix et al. (2015a, 2011) and Vlemmix et al. (2011, 2015a). It makes use of a profile shape parametrisation with just a few (2-4) free parameters. A LUT of differential slant column simulations is produced by the Doubling Adding model KNMI (DAK) (de Haan et al., 1987; Stammes et al., 1989). A standard least-squares algorithm is used to minimise the deviations between simulated and measured differential slant columns at the different EAs. Uncertainties to the parameters are estimated from the spread in the results of an ensemble approach in which the retrieval is performed multiple times with disturbed measured differential slant column densities, based on the DOAS retrieval uncertainties. For each individual retrieval the aerosol profile is retrieved first, and the outcome is used in the trace gas retrieval. The ensemble retrieval is done for four different parameterizations, and the reduced \( \chi^2 \) distribution of the ensembles is used to make an a-posteriori composite of the profile and its corresponding uncertainties. The fitted profile shape parameters are: (1) the tropospheric column density (or AOT); (2) the top height of the mixing layer; (3) the "shape parameter", which determines the linear increase or decrease in the mixing layer; (4) the fraction of the total trace gas column density which resides above the mixing layer.
MARK data are flagged as invalid if the variability in the AOT or the TG-column within an ensemble is larger than 15% of the value itself.

### 3.8 The NASA algorithm

The NASA National Aeronautics and Space Administration (NASA) Real Time algorithm is developed as a quick look algorithm that relies on the fact that atmospheric scattering strongly affects DOAS measured $\text{O}_4$ absorption (Spinei et al., Fast aerosol extinction coefficient profile estimation from MAX-DOAS MAXDOAS UV/VIS measurements, in preparation). Two separate approaches are used for aerosol and trace gas profile retrieval.

The aerosol profile algorithm determines the layer aerosol extinction coefficients by comparing measured Ring and $\text{O}_4$ absorption with Ring and $\text{O}_4$ absorption under pure Rayleigh conditions. Air mass factors and Ring absorption for the Rayleigh case are pre-calculated using the VLIDORT v2.8 and LIDORT-LRRS v2.5 radiative transfer models, respectively (Spurr et al., 2008; Spurr, 2008) assuming the U.S. standard atmosphere. Since Ring simulations were not provided in this study, aerosol analysis was performed only at 477 nm assuming no Ring contribution. $\text{O}_4$ dSCDs are corrected for SZA dependence. The profile altitude Eq. 10 is the simplified equation used in this study to calculate aerosol scattering extinction coefficients at each layer for specific observation geometry (EA and RAA) $\Theta$. We also assume an aerosol single scattering albedo of $\omega_{\text{aer}}(\lambda) = 1$.

$$\epsilon_{\text{aer}}(\lambda, \Theta, \vartheta) \approx \frac{\tau_{\text{noaer}}^{\text{O}_4,i} - \tau_{\text{aer}}^{\text{O}_4,i}}{\Delta h}$$  \tag{10}$$

with $\tau_{\text{aer}}^{\text{O}_4,i}$ and $\tau_{\text{noaer}}^{\text{O}_4,i}$ being the slant optical density with and without aerosols in the respective layer $i$, $\lambda$ denoting wavelength, and $\vartheta$ the SZA. The thickness $\Delta h$ of the respective layer is determined from the corrected $\text{O}_4$ dSCD using simple trigonometry according to Eq. 11 and 12, resulting in an "atmosphere specific" grid: atmosphere specific grid:

$$h_i = \frac{\Delta S_{\text{O}_4}(\alpha_i) + V_{\text{O}_4}}{n_{\text{O}_4}} \cdot \sin \alpha_i$$  \tag{11}$$

$$\Delta h = h_{i+1} - h_i$$  \tag{12}$$

with $S_{\text{O}_4}(\alpha_i)$ being the $\text{O}_4$ slant column density at elevation angle $\alpha_i$ and $V_{\text{O}_4}$ the $\text{O}_4$ vertical column density.

The maximum number of vertical layers is equal to the number of EA elevation angles. Profiles are considered invalid if less than four measurements are used in the profile calculation, with all of the synthetic data analysed here satisfying this test. Within this study, an exponential profile reducing to 0.01% of the last altitude layer extinction coefficient at 4 km was added for consistency with the other algorithms. The resulting profile was then linearly interpolated on the common grid (200 m up to 4 km).
The trace gas profile retrieval does not rely on the aerosol retrieval. The trace gas VCD $V_{\text{gas}}$ is calculated first from the trace gas and O$_4$ dSCD measurements at 15° EA, $\Delta S_{\text{gas}}^{15°-90°}$:

$$V_{\text{gas}} = \frac{\Delta S_{\text{gas}}^{15°-90°}}{\Delta A_{\text{O4}}^{15°-90°}}$$  (13)

with the according O$_4$ dAMF $\Delta A_{\text{gas}}^{15°-90°}$ calculated via

$$\Delta A_{\text{O4}}^{15°-90°} = \frac{\Delta S_{\text{O4}}^{15°-90°}}{V_{\text{O4}}} + 1$$  (14)

Near-surface VMR trace gas VMR $M_{\text{gas}}$ are calculated by simple extrapolation of trace gas and O$_4$ dSCDs at 1° and 2° EA to the surface and to 0° EA, yielding $\Delta S(\alpha, \lambda)^{\text{extrapolated}}_{\text{gas}}$ and $\Delta S(\alpha, \lambda)^{\text{extrapolated}}_{\text{O4}}$, and by converting to the VMR using surface pressure $p$ and temperature $T$ similar to Sinreich et al. (2013):

$$M_{\text{gas}} = \frac{\Delta S(\alpha, \lambda)^{\text{extrapolated}}_{\text{gas}}}{\Delta S(\alpha, \lambda)^{\text{extrapolated}}_{\text{O4}}} \cdot \frac{p \cdot N_{\text{a}}}{R \cdot T} \cdot \chi_{\text{O2}}$$  (15)

The rest of the profile VMR is calculated using O$_4$ and trace gas dSCD dSCDs at multiple EAs. The layer altitude is calculated similar to the aerosol case. The derived profile is then converted to partial columns and scaled by the total VCD. As in the aerosol case, the layer grid is condition specific and was adjusted to the common grid in this study.

4 Model scenarios and RTM settings

A first important step for the comparison of retrieval algorithms is the assessment of their capability to realistically simulate the underlying physical processes using appropriate forward models, which are in this case radiative atmospheric transfer models. This section describes the forward model parameters and atmospheric scenarios for the modelling of O$_4$, NO$_2$ and HCHO SCDs, while the comparison of forward modelled SCDs is presented in Section 5.

The model atmosphere for the forward calculations consists of 67 layers, with a resolution of 100 m at altitudes between the surface and 4 km, and a coarser resolution above. Note that the retrieval of extinction and trace gas profiles is performed on a coarser grid with 200 m resolution in the lowermost 4 km. The choice of a finer grid for the forward modelling than for the inverse modelling allows for the investigation of the impact of sub-grid trace gas and aerosol variabilities on the retrieved profiles. For the forward modelling, a constant concentration within each layer has been implemented for the model calculations whenever possible.

The trace gas concentration and aerosol extinction profile scenarios for the forward modelling of HCHO, NO$_2$ and O$_4$ SCDs are shown in Figure 2. The same set of trace gas profiles is assumed for both HCHO and NO$_2$, in accordance with ambient
Figure 2. Trace gas number concentration (left) and aerosol extinction (right) vertical profiles as input for the forward modelling of HCHO, NO$_2$ and O$_3$. The shaded areas in the right panel indicate the location of fog and cloud layers with an extinction coefficient of 10 km$^{-1}$. The properties of the individual profiles are described in Tables 2 and 3.

measurements in mid-latitudes, where typical concentrations of both species are of the same order of magnitude (e.g., Vlemmix et al., 2015b). For simplicity, it is assumed that aerosol extinction does not change with wavelength (Ångström exponent of zero). The model profiles are chosen in order to represent a large variety of different atmospheric conditions, including trace-gas and aerosol free atmospheres as well as moderate to high trace gas and aerosol loads up to cloudy and foggy conditions. The shapes of the different profiles include near-surface box profiles, profiles exponentially decreasing with altitude, uplifted profiles with a Gaussian shape, as well as profiles without trace gases and aerosols, respectively. Additionally, the trace gas scenarios include two NO$_2$ profiles measured with a balloon sonde during the CINDI-2 campaign held in the Netherlands in September 2016 (Kreher et al., Intercomparison of NO$_2$, O$_4$, O$_3$ and HCHO slant column measurements by MAX-DOAS and zenith-sky UV-Visible spectrometers, in preparation for AMTD, see also http://www.tropomi.eu/data-products/cindi-2). The aerosol scenarios include three extreme cases with an extinction of 10 km$^{-1}$ located at the surface, as well as at altitudes around 1.3 km and 5.25 km, representing fog, low-lying and high-lying clouds, respectively. In total, the scenarios include 10 trace gas and 11 aerosol profiles whose features are listed in Tables 2 and 3, respectively. The forward calculations of O$_4$ at 360 nm
Table 2. Description of the trace gas profiles shown in Figure 2. The VCD and the maximum number concentration $\rho_{\text{max}}$ are given in units of $10^{15} \text{ molec/cm}^2$ and $10^{11} \text{ molec/cm}^3$, respectively.

<table>
<thead>
<tr>
<th>Description</th>
<th>VCD</th>
<th>$\rho_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TG1</td>
<td>5.00</td>
<td>0.48</td>
</tr>
<tr>
<td>TG2</td>
<td>19.99</td>
<td>1.90</td>
</tr>
<tr>
<td>TG3</td>
<td>9.93</td>
<td>3.27</td>
</tr>
<tr>
<td>TG4</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>TG5</td>
<td>5.00</td>
<td>2.50</td>
</tr>
<tr>
<td>TG6</td>
<td>10.00</td>
<td>1.00</td>
</tr>
<tr>
<td>TG7</td>
<td>10.00</td>
<td>1.31</td>
</tr>
<tr>
<td>TG8</td>
<td>17.73</td>
<td>3.30</td>
</tr>
<tr>
<td>TG9</td>
<td>40.88</td>
<td>5.82</td>
</tr>
</tbody>
</table>

Table 3. Description of the aerosol extinction profiles shown in Figure 2. The maximum extinction $k_{\text{max}}$ is given in units of km$^{-1}$.

<table>
<thead>
<tr>
<th>Description</th>
<th>AOT</th>
<th>$k_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AER0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>AER1</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>AER2</td>
<td>1.00</td>
<td>0.95</td>
</tr>
<tr>
<td>AER3</td>
<td>0.25</td>
<td>0.82</td>
</tr>
<tr>
<td>AER4</td>
<td>0.10</td>
<td>1.00</td>
</tr>
<tr>
<td>AER5</td>
<td>0.10</td>
<td>0.50</td>
</tr>
<tr>
<td>AER6</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>AER7</td>
<td>0.25</td>
<td>0.33</td>
</tr>
<tr>
<td>AER8</td>
<td>2.00</td>
<td>10.00</td>
</tr>
<tr>
<td>AER9</td>
<td>5.00</td>
<td>10.00</td>
</tr>
<tr>
<td>AER10</td>
<td>5.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

and 477 nm are performed for each of the 11 aerosol profiles. NO$_2$ and HCHO SCDs are simulated for each combination of aerosol and trace gas profiles, yielding in total 110 different trace gas scenarios.

The viewing geometry for the forward model simulations is specified by the EA $\alpha$, the SZA $\theta$ and the RAA $\phi$ between the Sun and the viewing direction of the instrument. Simulations are performed using any combination of values for EA, SZA and RAA as listed in Table 4. The EA sequence, consisting of 10 angles between the horizon and zenith, is identical to the
Table 4. Viewing geometry for the model calculations. SCDs are simulated for each combination of EA, SZA and RAA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>EA $\alpha$</td>
<td>1°, 2°, 3°, 4°, 5°, 6°, 8°, 15°, 30°, 90°</td>
</tr>
<tr>
<td>SZA $\theta$</td>
<td>40°, 60°, 80°</td>
</tr>
<tr>
<td>RAA $\phi$</td>
<td>0°, 90°, 180°</td>
</tr>
</tbody>
</table>

Table 5. RTM parameters for the radiative transfer modelling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature and pressure profile</td>
<td>Sept. 2013-2015 average from De Bilt ozone sondes</td>
</tr>
<tr>
<td>Surface albedo (Lambertian surface)</td>
<td>0.06</td>
</tr>
<tr>
<td>Aerosol single scattering albedo</td>
<td>0.92</td>
</tr>
<tr>
<td>Aerosol phase function asymmetry parameter</td>
<td>0.68</td>
</tr>
<tr>
<td>Instrument height</td>
<td>0 km</td>
</tr>
<tr>
<td>O$_4$ absorption cross section</td>
<td>293 K (Thalman and Volkamer, 2013)</td>
</tr>
<tr>
<td>NO$_2$ absorption cross section</td>
<td>298 K (Vandaele et al., 1998)</td>
</tr>
<tr>
<td>HCHO absorption cross section</td>
<td>297 K (Meller and Moortgat, 2000)</td>
</tr>
</tbody>
</table>

measurement sequence during the CINDI-2 campaign. Together with three SZA and three RAA values, this yields 90 different viewing geometries to be simulated for each model atmosphere.

Further RTM parameters specified for both forward and inverse modelling are listed in Table 5, and the wavelengths for the simulation of the different trace gases can be found in Table 6. The RTM parameters include vertical profiles of temperature and pressure derived from average ozone sondes for the month of September from 2013 to 2015 in De Bilt, the Netherlands, as well as surface albedo, aerosol optical properties and trace gas literature absorption cross sections. The aerosol scattering was parametrised using a Henyey-Greenstein phase function (Henyey and Greenstein, 1941) with the asymmetry parameter as listed in Table 5.

In total, all combinations of viewing geometries, aerosol profiles and trace gas profiles yield 990 O$_4$ SCD simulations each at 360 nm and 477 nm, and 9900 simulations for each of the trace gases NO$_2$ and HCHO.

5 Intercomparison of forward modelled SCDs

In this section, the ability of the forward models to realistically simulate trace gas SCDs is assessed based on a comparison of the individual simulations with the median of the SCDs from the different RTMs. The median SCDs also serve as a reference dataset and provide the synthetic measurements for the profile retrieval comparison presented in Section 6. Figure 3 shows the comparison of the simulated O$_4$, NO$_2$ and HCHO SCDs to the respective ensemble median. The respective param-
Figure 3. Correlation of SCDs of $O_4$ (360 and 477 nm), HCHO and NO$_2$ simulated by the different forward models with the corresponding median SCDs from all models. Colours indicate the underlying aerosol and trace gas profiles, respectively, as denoted in the legend. For HCHO and NO$_2$, results for all scenarios with different aerosol profiles are included.

Parameters of a linear regression of forward modelled SCDs versus median SCDs are shown in Figure 4. The SCDs simulated by most forward models agree under all conditions, with Pearson’s coefficients and slopes very close to unity ($R > 0.999$ and $0.99 < \text{slope} < 1.001$) for a regression between SCDs from the individual models and the median from all models. Exceptions are HEIPRO and PRIAM, both using an older version of the SCIATRAN RTM (version 2.1) as the forward model. These models show deviations for the fog and clouds scenarios (AER8 ... AER10), the shallow box profile (AER4), and in the case of HEIPRO also for the exponential profile AER2 with a high AOT of 1. MAPA with McArtim as forward model yields significantly smaller slopes of 0.955 and 0.959 than the other models for $O_4$ at 477 nm and for NO$_2$, respectively. This is probably
Figure 4. Slope, intercept, regression coefficient and root mean square difference (RMS) of the SCD correlation between the SCDs from the different individual forward models compared to and the median SCDs from all models. RMS and intercept values are in units of \(10^{-3}\) molec/cm\(^2\) for \(O_4\), and \(10^{17}\) molec/cm\(^2\) for HCHO and NO\(_2\).

due to the different treatment of sphericity within the McArtim model. Significant biases are found for MAPA/McArtim and PRIAM/SCIATRAN for NO\(_2\) and \(O_4\) at 477 nm, as well as for HEIPRO/SCIATRAN for HCHO. Apart from possible differences in the implementation and the approaches of the individual RTMs, some of the differences are likely due to the different representations of the trace gas and aerosol profiles on the prescribed vertical grid.

In summary, the SCDs simulated by the different radiative transfer models agree well under all conditions, as within previous RTM intercomparisons (e.g., Wagner et al., 2007). This implies that possible discrepancies in the retrieved trace gas and aerosol profiles are mainly caused by differences in the implementation of the retrieval algorithms, rather than by differences in the forward models.

6 Retrieval algorithm comparison

This section presents the results of the aerosol and trace gas retrieval algorithm intercomparison. Section 6.1 describes the measurement vectors, forward model parameters and a priori constraints of the profile retrieval. An important diagnostic tool is provided by the AVKs from the OEM algorithms, which quantify the sensitivity of the retrieval to the atmospheric state. AVKs and information content are discussed in Section 6.2. The comparison of modelled and measured dSCDs presented
Table 6. Assumed measurement errors of the O$_4$, HCHO and NO$_2$ dSCDs, as well as total columns of the respective a priori profiles. Units for the errors are molec$^2$/cm$^5$ for O$_4$ and molec/cm$^2$ for HCHO and NO$_2$.

<table>
<thead>
<tr>
<th>Species</th>
<th>dSCD error</th>
<th>$\lambda$ [nm]</th>
<th>A priori total column</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_4$</td>
<td>$2 \cdot 10^{41}$ molec$^2$/cm$^5$</td>
<td>360</td>
<td>0.18</td>
</tr>
<tr>
<td>O$_4$</td>
<td>$2 \cdot 10^{41}$ molec$^2$/cm$^5$</td>
<td>477</td>
<td>0.18</td>
</tr>
<tr>
<td>HCHO</td>
<td>$2 \cdot 10^{15}$ molec/cm$^2$</td>
<td>343</td>
<td>$8 \cdot 10^{15}$ molec/cm$^2$</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>$5 \cdot 10^{14}$ molec/cm$^2$</td>
<td>460</td>
<td>$9 \cdot 10^{15}$ molec/cm$^2$</td>
</tr>
</tbody>
</table>

in Section 6.3 provides a measure for the level of convergence of the retrieval algorithms. Results of the intercomparison of vertical profiles, trace gas and aerosol total columns, as well as surface extinction and trace gas concentrations are presented in Sections 6.4, 6.5, and 6.6, respectively. Finally, the computational speed of the retrieval algorithms is discussed in Section 6.7.

6.1 Retrieval settings

Based on the simulated SCDs from the atmospheric scenarios described in Section 5, a reference dataset of O$_4$ at 360 nm and 477 nm, NO$_2$ and HCHO dSCDs has been compiled based on the ensemble median dSCDs from all participants. In the following, we refer to this synthetic dataset as the measured dSCDs. Table 6 lists the according dSCD errors, which were chosen to represent typical values based on ambient measurements by various instruments during the CINDI-2 campaign. As already discussed in Section 4, the reference dataset contains dSCDs at 9 EAs for 990 different combinations of trace gas profiles, aerosol profiles and solar geometry (SZA and RAA).

Two reference datasets were created: Dataset v1 contains the median dSCDs without any noise, and dataset v1n contains the median dSCDs with a noise component consisting of the sum of (1) normally distributed noise with a standard deviation according to the errors listed in Table 6, and (2) additional noise with a standard deviation of 5% of the dSCD values. This second noise component, which is in case of O$_4$ and NO$_2$ much higher than typical measurement noise, is supposed to represent random variations in the measured dSCDs due to horizontal inhomogeneities of aerosols and trace gases as well as temporal changes in the atmospheric state (in particular cloud properties) during a single elevation scan with a typical duration of several minutes. The second noise component is of similar magnitude as the RMS differences between dSCDs measured by more than 30 instruments during the CINDI-2 Campaign (Kreher et al., Intercomparison of NO$_2$, O$_4$, O$_3$ and HCHO slant column measurements by MAX-DOAS and zenith-sky UV-Visible spectrometers, in preparation for AMTD).

Each participant performed retrievals with settings being as close as possible to the prescribed settings described below. The results based on noise-free and noisy dSCDs are labelled ‘v1’ and ‘v1n’, respectively. Each measurement vector consists of O$_4$, HCHO or NO$_2$ dSCDs of a single EA sequence for a given atmospheric scenario specified by aerosol and trace gas profiles, as well as solar zenith and relative azimuth angles. Retrievals are performed using the same forward model parameters as for the forward model calculations (see Table 5), with the exception of MAPA that uses slightly different surface albedo and aerosol optical properties (see Section 3.6). The retrieval grid consists of 20 layers with 200 m thickness.
Figures 5, 6, 7 and 8 show the AVKs from the OEM algorithms for aerosols at 360 nm and 477 nm, HCHO, and NO₂, respectively. The AVKs confirm that MAX-DOAS measurements yield only information on the lowermost ≈ 2 km of the atmosphere when using a zenith-sky reference spectrum from the same EA sequence. This is a result of the measurement...
geometry and, in case of aerosols, also of the fact that the $O_4$ vertical distribution is heavily weighted to the surface. The DFS range from $d_s < 0.5$ during foggy conditions (AER8) to $d_s > 3$ for aerosol-free atmospheres (AER0), with the information content being generally higher for aerosols than for trace gases. The dependency of the information content on wavelength is
inconsistent: For a pure Rayleigh atmosphere (AER0), bePRO, BOREAS and MMF report smaller DFS for aerosols at 477 nm than at 360 nm, while the opposite is true for HEIPRO and PRIAM. The information content for trace gases increases with wavelength for all algorithms, except for bePRO in case of the AER0 scenario.

The shapes of the AVKs from the different models have a high degree of similarity, except for BOREAS aerosols, where the AVKs show a much smaller information content than all other algorithms and indicate that there is very little height sensitivity for aerosol profiles from the BOREAS algorithm. The respective BOREAS aerosol vertical profiles are, however, in good agreement with the results from the other algorithms (see Section 6.4). The reason for this apparent discrepancy is that BOREAS is not a standard OEM retrieval but includes additional regularisation terms, making interpretation of the AVKs less straightforward (Bösch et al., 2018). Significant differences between the AVKs can be found for the rather extreme scenarios AER8 and AER9 (fog and low-lying cloud). PRIAM aerosol AVKs are much less affected by fog (AER8) than the other algorithms, which show a strong reduction in information content in case of high extinction at the surface. The AVKs for a high-lying cloud at \( \approx 5 \) km altitude (AER10) are very similar to those of a Rayleigh atmosphere (AER0), indicating that horizontally homogeneous free tropospheric clouds have little impact on the sensitivity of MAX-DOAS retrievals.

Apart from the fog scenario (AER8), there is only a moderate dependency of vertical resolution and information content on the aerosol content of the atmosphere. Interestingly, the information content for trace gases, in particular \( \text{NO}_2 \), is highest for the uplifted aerosol layer (AER7). This layer probably increases the sensitivity for trace gases near the surface due to the fact that the majority of scattering occurs within the cloud. The light paths below the cloud are thus well defined and, in case of low EAs, can be higher than for the clear-sky case.

Figure 8. Same as Figure 5, but for \( \text{NO}_2 \).
Figure 9. A posteriori versus measured dSCDs of O₄ (360 nm and 477 nm), HCHO and NO₂ for the v1n dataset. Colours and symbols indicate the underlying aerosol and trace gas profiles, respectively, as denoted in the legend. Data flagged as invalid is shown as smaller symbols. Also shown are the RMS difference between measured and modelled dSCDs with the RMS for valid data only being shown in brackets, as well as the percentage of valid data. Units of the RMS are 10⁴⁴ molec/cm² for O₄ and 10¹⁷ molec/cm² for HCHO and NO₂.

The variability of the AVKs with the position of the Sun (shown as shaded areas in Figures 6 - 8) is generally very small, indicating little dependency on SZA and RAA.

6.3 Comparison of a posteriori dSCDs

An important indicator for the level of convergence of the retrieval, and subsequently the accuracy of the retrieved profile, is the agreement between the measurement vector y and the measurement vector F(\hat{x}) modelled for the retrieved state \hat{x} (a posteriori dSCDs). The comparison of a posteriori and measured dSCDs for the v1n dataset is shown in Figure 9, and the corresponding
Figure 10. Slope, intercept, regression coefficient and RMS of the dSCD correlation. Each of the circular symbols for the filtered data represents a pie chart that quantifies the fraction of data flagged as valid. RMS and intercept values are in units of $10^{13}$ molec$^2$/cm$^5$ for O$_4$, and $10^{17}$ molec/cm$^2$ for HCHO and NO$_2$. Cloud and fog scenarios (AER8, AER9, AER10) are excluded from the regression analysis.

Linear regression parameters are depicted in Figure 10. The NASA algorithm does not rely on the forward modelling of dSCDs, thus no dSCD data is available for this algorithm.

The algorithms show significant differences in the level of convergence. BOREAS, HEIPRO, MMF and MAPA show good agreement between measured and modelled dSCDs for all scenarios with slopes and Pearson correlation coefficients close to unity. The same holds true for MARK except for the HCHO retrieval, where poor convergence is achieved for the TG9 scenario, but this has only little effect on the regression parameters (see Figure 10). PRIAM achieves good convergence for the trace gas retrievals, but shows a larger scatter than other algorithms for O$_4$ at 360 nm and significantly underestimates O$_4$ at 477 nm, where the slope of the linear regression is only 0.585. In many cases, bePRO yields only poor agreement between measured and modelled dSCDs, in particular in the visible where the root mean squares difference (RMS) between measurement and modelling is significantly higher than for the other algorithms, and regression coefficients are only 0.67 for O$_4$ dSCDs and 0.24 for NO$_2$ dSCDs. bePRO furthermore has problems retrieving the AER10 scenario (high-lying cloud) at 360 nm. The poor convergence of the bePRO algorithm is the result of numerous outliers, and the RMS strongly improves after discarding about 15% of the 477 nm O$_4$ datapoints and 23% of the NO$_2$ datapoints that are flagged as invalid. The reason for the instabilities of the bePRO algorithm, which strongly affect the accuracy of the retrieved profiles (see Section 6.4), is the fact that bePRO uses a Gauss-Newton inversion scheme. Sensitivity studies have shown that this problem could be overcome.
Comparison of retrieved (red solid line, version v1n) and true (green solid line) vertical profiles of aerosol extinction at 360 nm for each aerosol scenario (columns) and algorithm (rows). The retrieved profiles are the medians for all SZA/RAA combinations. The (25% - 75%) and (5% - 95%) percentiles are shown as gray areas and whiskers, respectively. The a priori profile is shown as blue line (OEM algorithms only).

by using a Levenberg-Marquardt inversion scheme instead. More than 55% of data from MAPA is flagged as invalid although the retrievals show a high level of convergence. This might indicate that the MAPA quality flagging criteria could be too strict.

### 6.4 Comparison of vertical profiles

In this section, the overall ability of the retrieval algorithms to reproduce the true atmospheric aerosol and trace gas profiles is discussed. Figures 11 and 12 show the comparison between true and retrieved aerosol profiles at 360 nm and 477 nm, and HCHO and NO₂ profile comparisons are shown in Figures 13 and 14, respectively. The regression parameters for the comparison of true and retrieved aerosol extinction and trace gas number concentration for all target species are presented in Figure 15. All data presented here are based on retrievals with noisy dSCDs (v1n). The corresponding profiles with valid data only, and with noise-free measurements, are shown in the supplemental material.
Most algorithms are capable of realistically retrieving the shape of the true aerosol extinction profiles for moderate conditions (AER0 .. AER7), with slopes close to unity and Pearson regression coefficients for the correlation between true and retrieved extinction of $R > 0.8$ (see Figure 15). Exponential profiles (AER1, AER2, and AER3) are well reproduced, but the extinction above $\approx 1$ km is underestimated by all algorithms for AER2 (high aerosols, exponentially decreasing) owing to a reduced sensitivity of MAX-DOAS measurements to high altitudes. In the case of OEM algorithms, this leads to a bias towards the a priori as discussed in Section 6.2, whereas parametrised algorithms tend to become unstable at altitudes where the sensitivity is low. The shallow aerosol layers AER4 and AER5 are captured well by all algorithms except NASA (which provides profiles at 477 nm only). The retrievals are performed on a 200 m grid, and the 100 m thick layer (AER4) yields results similar to the 200 m thick layer (AER5), which has the same AOT but only half the extinction coefficient. As expected, the 1 km thick aerosol layer AER6 is significantly smoothed by the retrievals, except by MARK, which reproduces the sharp edges of this profile better than the other algorithms. The uplifted Gaussian profile with a centre altitude of 1 km (AER7) is well reproduced by all OEM algorithms, and to a lesser extent also by NASA. The parametrised algorithms MAPA and MARK also retrieve uplifted profiles, but significantly overestimate the extinction above 1 km.

Figure 12. Same as Figure 11, but for aerosols at 477 nm.
Profiles are higher for AER10 than for AER0 in some cases. As already discussed in Section 6.3, measured and a posteriori

\[ \text{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2} \]

where, \( x_i \) are very similar to the cloud- and aerosol-free scenario AER0, although the RMS difference between true and retrieved

\[ \rho = 10^{12} \text{molec/cm}^3 \]

The 200 m thick fog layer (AER8) is very well reproduced by the parametrised algorithms MAPA and MARK, and to a lesser extent also by the OEM algorithms MMF, HEIPRO and PRIAM, which retrieve the logarithm of the aerosol extinction profile and are therefore capable of retrieving a higher range of aerosol extinction values than bePRO, which operates in linear space and therefore are subject to a stronger bias towards the a priori. The cloud above 1 km (AER9) is very well retrieved by MMF. MAPA and MARK capture the cloud bottom altitude but overestimate the extinction above the cloud, bePRO, BOREAS, HEIPRO and PRIAM retrieve only a small enhancement of the aerosol extinction \(< 2 \text{km}^{-1}\) around the altitude of the cloud, and NASA appears to be insensitive to the cloud.

The retrieved extinction profiles for scenario AER10, which consists of a cloud above 5 km altitude and no aerosols elsewhere, are very similar to the cloud- and aerosol-free scenario AER0, although the RMS difference between true and retrieved profiles are higher for AER10 than for AER0 in some cases. As already discussed in Section 6.3, measured and a posteriori

\[ \text{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2} \]
dSCDs are also in good agreement for AER10. It can therefore be concluded that high-lying clouds have very little effect on MAX-DOAS aerosol retrievals, in contradiction to the findings of Ortega et al. (2016), who suggest that free-tropospheric aerosols and clouds would strongly affect MAX-DOAS measurements of O₃.

As can be seen from the width of the 50% and 90% confidence intervals (shaded areas and error bars in Figures 11 and 12), the parametrised algorithms (MAPA and MARK) produce a significant number of outliers of the retrieved aerosol profiles, in particular for the scenarios AER1, AER2, AER6 and AER7. This effect is larger for retrievals with noisy than with noise-free dSCDs (see supplemental Figures S5 and S6). A likely reason for this behaviour is that MAPA and MARK do not rely on a priori constraints as a regularisation, but use a minimisation method for the differences between measured and modelled dSCDs. In some cases the ensemble of possible solutions with similar minima can be wide-spread. However, in most cases the outliers are not significantly affecting the overall accuracy as expressed by the RMS difference between retrieved and true aerosol profiles (see Figure 15).

Note that for MAPA the spread of the retrieved profiles is far smaller when if only filtered results are considered (see supplemental Figures S1 - S4), indicating that the MAPA filter is successfully removing outliers. This requires, however,
Figure 15. Slope, intercept, regression coefficient and RMS for the correlation between true and retrieved aerosol extinction as well as HCHO and NO₂ number concentrations at all altitudes. Intercept and RMS values are in units of km⁻¹ for aerosols and 10¹¹ molec/cm³ for HCHO and NO₂. Cloud and fog scenarios (AER8, AER9, AER10) are excluded from the regression analysis.

excluding 17% and 37% of the aerosol profiles at 360 nm and 477 nm, respectively, as well as 47% of the HCHO profiles and 44% of the NO₂ profiles of the AER0 - AER7 scenarios, while almost 93% of the profiles for scenarios with cloud and fog layers (AER8 - AER10) are discarded.

As a result of a poor convergence of modelled and measured dSCDs (see Section 6.3), bePRO fails to retrieve the extinction profile at 477 nm for aerosol-free atmospheres (AER0) and for a high-lying cloud (AER10). The RMS difference between true and retrieved extinction is significantly higher for bePRO than for other algorithms for AER4 (100 m thick aerosol layer). As a result of these instabilities, the linear regression of retrieved and true aerosol extinction coefficients at 477 nm yields smaller slope (0.76) and regression coefficient (0.26) for bePRO than for the other algorithms when including all data. After filtering out ≈ 75% of data flagged as invalid, the accuracy of the bePRO results is similar to the other algorithms.

PRIAM and NASA underestimate the aerosol extinction at 477 nm with slopes of only 0.72 and 0.63, respectively. Furthermore, PRIAM falsely retrieves a non-existing uplifted aerosol layer around 1 km altitude with a peak extinction > 0.1 km⁻¹ for aerosol-free atmospheres (AER0 and AER10) at 477 nm, whereas MAPA retrieves elevated aerosol extinction at the top of the retrieval domain between 3.5 km and 4 km for these scenarios both at 360 nm and 477 nm. This is a consequence of the fact that there are no a priori constraints on extinction profiles made in MAPA, and the resulting dSCDs are almost unaffected.
by high cloud layers. Most of the MAPA profiles for the AER10 scenario are, however, flagged as invalid, leaving only 2% of valid profiles (see supplemental Figures S1 and S2).

The retrieval is generally more stable for trace gases (Figures 13 and 14) than for aerosols. Obviously, it is sufficient to constrain the trace gas retrieval with an aerosol profile that realistically reproduces the light path, even if the extinction profile differs from the truth. Furthermore, trace gas retrievals are probably more stable because they constitute a linear problem in contrast to the non-linear aerosol retrieval.

With the exception of NO\textsubscript{2} from bePRO, the algorithms reproduce exponential trace gas profiles (TG1, TG2 and TG3) well, with little bias towards the a priori at high altitudes (Figures 13 and 14). As for aerosols at 477 nm, bePRO NO\textsubscript{2} profiles suffer from significant instabilities, and BOREAS shows oscillating features with negative values in altitudes between 1 and 2 km. These discrepancies of the bePRO and BOREAS results are probably due to the fact that they operate in linear space. The vertical extent and trace gas concentration of the shallow trace gas layers TG4 and TG5 are well reproduced by all algorithms except NASA. HEIPRO NO\textsubscript{2} results for TG4 suffer from outliers for the AER9 scenario, where NO\textsubscript{2} above the cloud is overestimated. As for aerosols, the degree of smoothing of the 1 km box profile (TG6) is higher for the OEM than for the parametrised algorithms. The peak altitude of the uplifted profile (TG7) at 360 nm is underestimated by all algorithms except MAPA and MARK, with the latter overestimating the altitude of the trace gas layer. The agreement between retrieved and true TG7 profiles is better for NO\textsubscript{2}, where HEIPRO, MMF and MAPA retrieve the peak altitude at the right location, than for HCHO. This is probably owing to the lower information content and lower sensitivity for high altitudes in the UV compared to the visible (see Section 6.2). The uplifted trace gas profile (TG7) is subject to a larger degree of smoothing than the corresponding uplifted aerosol profile (AER7). Owing to the limited vertical resolution of MAX-DOAS measurements, the fine structure of the trace gas profiles measured by a NO\textsubscript{2} balloon sonde (TG8 and TG9) is not well reproduced by the retrievals. The lowest level of agreement between true and retrieved trace gas profiles is found for the fog scenario (AER8), since the high extinction at the ground leads to a very small information content and a low sensitivity for trace gases except for the lowermost atmospheric layers (see Section 6.2).

MAPA, MARK and NASA algorithms retrieve profiles close to zero for the trace-gas free atmospheres (TG0), whereas the OEM algorithms either exhibit a slight bias towards the a priori (HEIPRO, MMF, PRIAM), or oscillate around zero (bePRO, BOREAS) for this scenario. Sensitivity studies based on the MMF algorithm have shown that these oscillations are suppressed if the logarithm of the profile is retrieved, as it is the case for HEIPRO, MMF and PRIAM. This representation also prevents from retrieving negative values, which occur for bePRO and BOREAS, in particular for TG0 and TG4.

Except for bePRO NO\textsubscript{2}, a linear regression between true and retrieved trace gas concentrations yields slopes between 0.9 and 1.08 (see Figure 15). Regression coefficients usually exceed 0.8, except for NO\textsubscript{2} in the case of bePRO \((R = 0.36)\), BOREAS \((R = 0.75)\), PRIAM \((R = 0.72)\) and MARK \((R = 0.77)\). In particular at 360 nm, MMF and MARK aerosols appear to be more sensitive to noise than the other algorithms, with Pearson’s \(R\) decreasing from 0.93 to 0.76 (MMF) and from 0.84 to 0.77 (MARK) after adding noise to the synthetic measurements. In general, NO\textsubscript{2} profiles from the OEM algorithms appear to be more sensitive to measurement noise than HCHO profiles.
Figure 16. Box-whisker plots of the retrieved AOT at 360 nm (left) and 477 nm (right) for the different aerosol scenarios (rows) and retrieval algorithms (columns) based on retrievals using noisy dSCDs. Crosses show the mean, dashed horizontal lines the median. Shaded areas indicate the (25% - 75%) percentile, whiskers the (5% - 95%) percentile. The true AOT is shown as blue vertical horizontal line. For each algorithm, all data are shown on the left in black, and data marked as valid on the right in green. Also shown is the percentage of valid data.

6.5 Comparison of total columns

In this section, the ability of the retrieval algorithms to retrieve aerosol and trace gas total columns is discussed. Box-whisker plots comparing retrieved and true AOT at 360 nm and 477 nm are shown in Figure 16. The corresponding plots for HCHO and NO\textsubscript{2} VCDs are shown in Figure 17. The parameters of a linear regression between retrieved and true total columns are shown in Figure 18. Note that the total column is defined here as the integral of extinction coefficient and number concentration within
the retrieval domain, i.e. from the surface to 4 km altitude. This means that, e.g., a high-altitude cloud above the retrieval domain as in the AER10 scenario is not considered in the calculation of the AOT.

The total column of both trace gases and aerosols is retrieved accurately by most algorithms. Except for foggy conditions (AER8), there is little dependency of the accuracy of the retrieved trace gas VCD on the aerosol profile. As expected from the limited sensitivity to high altitudes, the total columns from OEM algorithms tend to be biased towards the a priori. For the aerosol and trace gas free scenarios AER0 and TG0, a positive bias of (0.02 - 0.06) for AOT and (0.2 - 0.35)\cdot10^{16} \text{ molec/cm}^2 for trace gases is found for the OEM algorithms. Ranging from 0.05 to 0.15, the AOT bias is somewhat higher for AER10 with a cloud above 5 km altitude than for AER0. The OEM algorithms show a negative bias for the high extinction scenario
Figure 18. Slope, intercept, regression coefficient and RMS for the correlation between true and retrieved AOT as well as HCHO and NO₂ VCD. Intercept and RMS values are in dimensionless units for aerosols and $10^{16}$ molec/cm² for HCHO and NO₂. Cloud and fog scenarios (AER8, AER9, AER10) are excluded from the regression analysis.

AER2 (AOT of 1), and a positive bias for the shallow layers AER4, AER5 and TG4, TG5. The bias towards the a priori is furthermore reflected by a smaller slope of the linear regression between retrieved and true total column for the OEM algorithms compared to the parametrised and analytical algorithms MAPA, MARK and NASA for all species except NO₂ (see Figure 18). Again, bePRO shows poor performance in the visible with regression coefficients of 0.02 and 0.71 for aerosols at 477 nm and NO₂, respectively, while all other algorithms yield $R > 0.85$ and $R > 0.93$ for aerosols and trace gases, respectively. These discrepancies are mainly occur for the AER0 scenario, and to a lesser extent also for AER4.

The parametrised algorithms MAPA and MARK accurately retrieve the total column in most cases. Exceptions are the AER6 and AER7 scenarios (1 km box profile and uplifted profile), where both algorithms show a positive bias. Both MAPA and MARK show a significant scatter of the AOT for AER0, AER1, AER2, AER7 and AER10 that, in case of MAPA, is reduced by filtering out a significant fraction of the data (28% at 360 nm and 37% at 477 nm). Furthermore, MAPA significantly overestimates the AOT at 477 nm with a slope of 1.4, and yields a regression coefficient of only 0.56 for the AOT at 360 nm when considering all data. Regression parameters for MAPA are, however, comparable to those from the other algorithms after removing data flagged as invalid. MARK flags almost all TG0 data as invalid, although the agreement between true and retrieved VCD is very good for this algorithm. The NASA algorithm retrieves the HCHO and NO₂ VCD accurately, but shows
a significant negative bias for all aerosol scenarios at 477 nm (except for AER6), where the regression coefficient is less than 0.6.

6.6 Comparison of surface values

In this section, the agreement between true and retrieved surface extinction and surface concentration (i.e., the values in the lowermost layer of the respective profiles with a thickness of 200 m) are discussed. As for the total column discussed in the previous section, Figures 19 and 20 show box-whisker plots for the aerosol and trace gas surface values, and Figure 21 lists the parameters of the linear regression between true and retrieved aerosol extinction and trace gas concentration in the lowermost layer of the respective profiles with a thickness of 200 m) are discussed. As for the total column discussed in the previous section, Figures 19 and 20 show box-whisker plots for the aerosol and trace gas surface values, and Figure 21 lists the parameters of the linear regression between true and retrieved aerosol extinction and trace gas concentration in the lowermost retrieval layer.

Surface aerosol extinction and trace gas profiles are generally well reproduced. For bePRO retrievals in the visible, however, a negative slope and no significant correlation \( R = -0.098 \) between true and retrieved values are found for surface aerosol extinction at 477 nm. Furthermore, the regression coefficient for bePRO NO\(_2\) is only 0.24 due to the aforementioned deviations in case of the AER0 and AER4 scenarios. However, the regression parameters of the bePRO algorithm significantly improve after discarding about 20% of the profiles marked as invalid. The OEM algorithms yield a small positive bias for scenarios with no or only small surface extinction coefficients and trace gas concentrations (AER0, AER7, AER9, AER10, TG0 and TG7). PRIAM and NASA both underestimate the aerosol extinction at 477 nm (slope between 0.6 and 0.65, respectively). In contrast, HEIPRO, MAPA and MARK overestimate the surface extinction, in particular at 360 nm (slope > 1.16), and yield smaller regression coefficients \( R < 0.9 \) at 360 nm than the other algorithms.

For the prescribed profile scenarios, retrieved aerosol surface extinction (mean regression coefficient from all algorithms \( \bar{R} = 0.903 \) at 360 nm and \( \bar{R} = 0.825 \) at 477 nm) shows a better agreement with the true value that the AOT (\( \bar{R} = 0.874 \) at 360 nm and \( \bar{R} = 0.803 \) at 477 nm). The opposite is true for trace gases, where the agreement of the total column (\( \bar{R} = 0.969 \) and \( \bar{R} = 0.955 \) for HCHO and NO\(_2\), respectively) is better than for the surface mixing ratio (\( \bar{R} = 0.894 \) and \( \bar{R} = 0.780 \)).

6.7 Computational performance

In order to assess the numerical performance of the different retrieval algorithms, the duration for a single profile retrieval was reported by each participant. For multi-processor systems, the total time has been multiplied by the number of processor kernels used for the retrieval. It is important to note that the retrievals were performed individually by each participant, using computers with different performances. A more accurate comparison would require to run all algorithms on the same computer which is outside the scope of this study. The results of the benchmark test are shown in Figure 22.

The OEM algorithms, which rely on on-line radiative transfer calculations, require between 4 s (MMF) and 23 s (PRIAM) for the retrieval of a single trace gas profile. The duration for the retrieval of an aerosol profile ranges between 6 s for MMF and more than 3.5 minutes for BOREAS. The large range of computational effort for aerosols probably results from the different approaches for the calculation of the weighting functions. The BOREAS aerosol retrieval relies on radiative transfer simulations at several wavelengths, resulting in lowest computational performance, followed by HEIPRO, whose aerosol weighting
Figure 19. Box-whisker plots of the retrieved surface aerosol extinction at 360 nm (left) and 477 nm (right) for the different aerosol scenarios (rows) and retrieval algorithms (columns) based on retrievals using noisy dSCDs. Crosses show the mean, dashed horizontal lines the median. Shaded areas indicate the (25% - 75%) percentile, whiskers the (5% - 95%) percentile. The true AOT is shown as blue vertical line. For each algorithm, all data are shown on the left in black, and data marked as valid on the right in green. Also shown is the percentage of valid data.

function calculation is based on the finite difference method, leading to about one minute for an aerosol retrieval, while MMF and bePRO are significantly faster since they rely on analytically calculated aerosol weighting functions.

The parametrised algorithms MAPA and MARK show significant differences in computational performance, although both rely on LUTs for the weighting functions. MARK requires 13 s and 24 s for aerosol and trace gas retrievals, respectively, while MAPA aerosol and trace gas retrievals are executed within 3 s and 2 s, respectively.
Eight different algorithms for the retrieval of aerosol and trace gas vertical profiles from MAX-DOAS measurements have been compared under a large variety of atmospheric conditions by using synthetic measurements. Both OEM and parametrised algorithms, and also the analytic approach by NASA, show equally good performance in terms of the reproduction of the true atmospheric state, with a typical accuracy (in terms of RMS difference between true and retrieved state) of $\{0.05 - 0.1\}$ $(0.08 - 0.25)$ km$^{-1}$ for surface aerosol extinction, and $(2.5 - 5.0) \times 10^{10} (5.9 - 15.0) \cdot 10^{10}$ molec/cm$^3$ (or about 2.4 - 6 ppb).
Figure 21. Slope, intercept, regression coefficient and RMS for the correlation between true and retrieved aerosol extinction as well as HCHO and NO$_2$ surface concentration. Intercept and RMS values are in dimensionless units for aerosols and 10$^{11}$ molec/cm$^3$ for HCHO and NO$_2$. Cloud and fog scenarios (AER8, AER9, AER10) are excluded from the regression analysis.

for HCHO and NO$_2$ (extinction and trace gas concentration at all altitudes) surface concentrations. These deviations, and also a potential positive bias towards the a priori for OEM algorithms, can be quite significant for clean air conditions, but are relatively small in polluted areas where several tens of ppb of NO$_2$ and HCHO, and aerosol extinction of up to 5 km$^{-1}$ can be present (e.g., Vlemmix et al., 2015b). Total columns of trace gases can be retrieved with a higher accuracy than for aerosols, with slopes > 0.85 and correlation coefficients > 0.95 in most cases. However, the accuracy is expected to be higher for real atmospheric measurements (e.g., Irie et al., 2011), since some of the scenarios within this study are quite arbitrary with the intention to test the algorithms under extreme conditions.

There are only few exceptions from this high level of agreement between the retrieved atmospheric state from the different algorithms. As a result of lack of convergence between true and modelled slant column densities, bePRO profiles are subject to a high degree of instability in the visible wavelength range for the aerosol scenarios AER0, AER8, AER9 and AER10 and to a lesser extent also AER4. Up to 25% of the bePRO-bePRO profiles need to be discarded in order to achieve an accuracy similar to the other algorithms. However, bePRO performs well when convergence is reached. The synthetic data used for the study are not necessarily representative of real measurements, especially in terms of dSCDs errors, and sensitivity tests done by increasing the dSCDs errors but also previous publications (e.g. Hendrick et al., 2014; Vlemmix et al., 2015b) have shown that bePRO performs generally well with real measurement data, also in terms of convergence.
Aerosol AVKs from BOREAS differ from those of other OEM retrievals as additional regularisation is applied. They can therefore not be compared to those from the other retrievals and also do not comply with Equation 7. About 54% of the data from MAPA are flagged as invalid (39% of the moderate scenarios AER1 - AER7, and 93% of the cloud/fog scenarios AER8 - AER10), although the level of agreement of all MAPA profiles with the truth is comparable to the other algorithms, indicating that the MAPA flagging criteria might be too strict. However, the MAPA flagging successfully removes almost all outliers.

OEM algorithms tend to produce profiles biased towards the a priori, in particular at high altitudes where the sensitivity to the atmospheric state is small. OEM algorithms retrieving the logarithm of the target parameters show a higher degree of stability with less oscillations than those operating in linear space. Parametrised algorithms do not suffer from this disadvantage, but the possible results can be wide-spread when the sensitivity to the atmospheric state is low, which is particularly the case at high altitude or above layers with high extinction. However, despite these conceptual differences, the overall accuracy of OEM and parametrised algorithms is very similar.

Based on an analytical approach without using RTM calculations, the NASA algorithm is by far the fastest, with the retrieval of a single profile requiring less than 5 $\mu$s, followed by MAPA as the second fastest algorithm, requiring 2-3 s for a single profile retrieval on a single CPU core for each participant, separated by the target species as denoted in the legend.
retrieval based on LUTs. Involving on-line radiative transfer calculations, most OEM algorithms are slower, but their computational performance covers a wide range, mainly owing to the different approaches for the calculation of weighting functions. Being only about 2-3 times slower than the parametrised MAPA algorithm, MMF is by far the fastest OEM algorithm.

In summary, it can be concluded that, with only few exceptions, the algorithms presented here are capable of realistically retrieving aerosol and trace gas profiles in the lowermost $\approx 2$ km of the atmosphere, yielding 1.5 - 3.5 independent pieces of information depending on the target species and the atmospheric conditions. The comparison using synthetic measurements of course represents an idealisation in many respects, and the agreement between true and retrieved state might be worse for true atmospheric measurements. In particular, it has been assumed that forward model parameters, such as surface albedo, aerosol optical properties, etc., are perfectly well known, which is usually not the case for ambient measurements. Furthermore, the atmosphere has been assumed to be horizontally homogeneous, while in reality inhomogeneities, in particular broken clouds, can have a significant influence on MAX-DOAS measurements. Also, several instrumental aspects, such as a finite instrumental field of view, instrumental stray light, pointing inaccuracies or difficulties when pointing the telescope closely towards the Sun, were not considered here. Furthermore, the idealised set of atmospheric states considered in this synthetic intercomparison exercise does not cover all atmospheric conditions.

The median dSCDs compiled in this study, together with the corresponding atmospheric scenarios, are available online (http://frm4doas.aeronomie.be). They can serve as a reference dataset for future benchmarks of MAX-DOAS retrieval algorithms.

A detailed comparison of vertical profiles of trace gases and aerosols from MAX-DOAS field measurements performed during the CINDI-2 (Cabauw Intercomparison of Nitrogen Dioxide Measuring Instruments 2, http://www.tropomi.eu/data-products/cindi-2) campaign with co-located independent measurements, which comprises retrievals from 9 algorithms and 16 workgroups, will be the subject of a companion publication.

Code availability. The bePRO and HEIPRO algorithms are available on request.

Data availability. The reference database of synthetic dSCDs is available on the FRM$_4$DOAS webpage (http://frm4doas.aeronomie.be/index.php/documents).
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