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Author’s response to Interactive comment by Anonymous Referee #1 on “Evaluation of the IAGOS-Core GHG Package H2O measurements during the DENCHAR airborne inter-comparison campaign in 2011” by Annette Filges et al.

A version of the manuscript with all changes is added as supplement.

General Comments 1) I don’t agree with the measurement "repeatability" values determined in this paper for WV mixing ratios <100 ppm. On page 14 it is stated that an "upper limit for the measurement repeatability" is : : : "4 ppm or 5%, whichever is
greater for \( \text{WV} < 100 \, \text{ppm} \). If that is the case, why are there so many data points for \( \text{WV} < 100 \, \text{ppm} \) in Figure 7 that have standard deviations > 5 ppm (5%)? The upper limit estimate for \( \text{WV} > 100 \, \text{ppm} \) is much more in line with the Figure 7 data.

Measurement repeatability values were revised. The new estimates are 4 ppm for \( \text{H}_2\text{O} < 10 \, \text{ppm} \), 20 \% or 10 ppm (whichever is smaller) for 10 ppm < \( \text{H}_2\text{O} < 100 \, \text{ppm} \), and 5 \% or 30 ppm (whichever is smaller) for \( \text{H}_2\text{O} > 100 \, \text{ppm} \).

Changed/Added in Abstract, page 2 lines 1-2, in Section 4.1.1, page 14 lines 26-27, and in Conclusions, page 18 lines 4-5: “... of 4 ppm for \( \text{H}_2\text{O} < 10 \, \text{ppm} \), 20 \% or 10 ppm (whichever is smaller) for 10 ppm < \( \text{H}_2\text{O} < 100 \, \text{ppm} \), and 5 \% or 30 ppm (whichever is smaller) for \( \text{H}_2\text{O} > 100 \, \text{ppm} \).”

Added in Figure 7: line indicating a standard deviation of 20 \%.

Added in caption of Figure 7, line 6: “... of 4 and 30 ppm, and 5 and 20 \% respectively.”

2) The abstract is very, very detailed, and can be shortened by describing the overall work in more general terms. An example of too much detail is the inlet system description that is described again in similar (or even less) detail on page 6. Also, what were the quantitative goals of comparing the CRDS instrument to others? In other words, what levels of performance were you hoping to obtain from the CRDS in terms of precision, accuracy and stability?

Lines 23-28 in the Abstract (“The inlet system, ... within IAGOS”) were deleted.

Added in Section 2, page 6 line 11: “operation of the instrument with a controlled pressure in the sample cell of 186.65 hPa (140 Torr) throughout the aircraft altitude operating range...”

Precision at low mixing ratios is known from previous studies to be around 6 ppm for a 2.3 second integration time, but is related to white noise, such that the corresponding
precision for an integration time of 2300 seconds drops to below 0.3 ppm (Filges et al., 2015). Regarding stability, there is not much known for the CRDS system, also regarding accuracy. For CO2 measurements the system has shown excellent stability, but it is unclear if this is the case for water vapor. So rather than having clear targets, the aim was to see the results from the comparison against reference instruments, and then limit the use of the data to those areas where the quality is sufficient.

Added in Abstract, page 1 line 19: “. . . project. Since the quantitative capabilities of the CRDS water vapor measurements were never evaluated and reviewed in detail in a publication before the . . .”

Added and changed in Section 1, page 4 lines 28-29: “In contrast to the CO2 measurements from the CRDS, which have been studied thoroughly and have shown good performances, the quantitative capabilities of the CRDS water vapor measurements were never evaluated and reviewed in detail before. Precision in the laboratory is known from previous studies to be around 6 ppm for a 2.3 second integration time, but is related to white noise (Filges et al., 2015). Thus, sample averaging over 30 minutes can result in a precision of down to 0.3 ppm, which in principle can result in numerous scientific applications of the data. Each IAGOS aircraft is also equipped with the MOZAIC humidity device (Helten et al., 1998, Smit et al., 2008, Smit et al., 2013), which provides . . .”

3) The frequent interchange between using ppm and % as units of mixing ratios (mole fractions) can lead to confusion, especially when it is desired to report relative differences or uncertainties (in percent). An example is Lines 5-6 on page 10 where "relative" is required to differentiate relative differences (in %) from mole fractions (in %). Mentally converting % to ppm is not terribly difficult, but by changing all the text and graph axes from % to ppm, you would completely avoid any potential confusion. Some of your 2-panel figures show mixing ratios in % (top panel) while differences or residuals are presented in ppm (bottom panel).

Mole fractions in unit “%” were changed to “ppm” in the whole manuscript (text, tables,
and figures). Ratios in “% (relative)” were changed to “%”.

4) In many places uncertainties and error bars are presented without any indication if they are based on 1 or 2 standard deviations of the mean. It is helpful to report uncertainties, but only if the reader knows on which statistics they are based.

Added in section 3.1.2, page 7 line 30: “… dew point (2-sigma)) …”

Added in section 3.1.3, page 8 line 9: “… 4 % (1-sigma) by …”

Added in section 3.2.1, page 9 line 30: “… dew point (2-sigma). …”

Added in section 3.2.1, page 10 line 28: “… 1.3 %, 2-sigma)…”

Added in section 3.2.3, page 11 line 28: “… 1.3 %, 2-sigma)…”

Added in section 3.2.3, page 12 line 5: “… uncertainty (1-sigma) …”

Added in section 3.2.3, page 13 line 5: “… uncertainty (1-sigma) …”

Added in section 4, page 14 line6: “… accuracy of ±0.1°C (1-sigma) dew point …”

Added in section 4, page 14 line9: “… accuracy of 6-8 % (1-sigma) in …”

Added in section 4.1.1, page 14 line26: “… measurement repeatability (1-sigma) of …”

Added in section 4.1.1, caption of table 2: “… repeatability estimates (1-sigma) …”

Added in Conclusions, page 17 line 23: “… 1.3 %, 2-sigma).…”

Added in Conclusions, page 17 line 26: “… 4 % uncertainty range (1-sigma) of…”

Added in Conclusions, page 17 line 29: “… uncertainty (1-sigma) …”

Added in Conclusions, page 18 line 3: “… precision (1-sigma)…”

Added in Conclusions, page 18 line 13: “Accuracy (1-sigma) of…”
5) Please refrain from including Figure caption information in the main body text of the paper. It makes the paper more tedious to read. This occurs in numerous places throughout the manuscript.

Changed in Section 3.2.1, page 10 line 19: “... of the 2014-comparison.”

Changed in Section 3.2.2, page 11 line 5: “... the data shows ...”

Changed in Section 3.2.3, page 11 line 25: “... the data indicates ...”

Removed in Section 4.1.1, page 14 line 27: “... , indicated by the three black lines in Fig. 7.”

Removed in Section 4.1.2, page 15 line 9-10: “... , shown here as black points (30 seconds mean as grey points) ... (dark blue squares) ... (light blue triangles), ...”

Removed in Section 4.1.2, page 15 line 12-14: “... , are shown as orange diamonds; ... , are shown as green triangles ...”

Changed in Section 4.1.2, page 15 line 16: “... water vapor is added ...”

Changed in Section 4.1.3, page 15 line 26-28: “... water vapor and ... CR-2 and FISH, as well as ... pressure levels, for all four flights.

Removed in Section 4.1.2, page 15 line 28: For better comparison also the 30 seconds mean of the CRDS data is shown (in grey).”

Removed in Section 4.1.3, page 2-7: “... (CRDS - CR-2 as black points, CRDS - FISH as dark blue diamonds, CR-2 - FISH as light blue triangles). The water vapor measurements of CR-2 are chosen as x-axis, because they cover all flights in contrast to the FISH data. The differences are calculated from the 30 seconds mean data of all analyzers and are averaged over intervals of 1 ppm, 10 ppm, 100 ppm, 1000 ppm, and 10000 ppm water vapor in the corresponding water vapor ranges of 0-10 ppm, 10-100 ppm, 100-1000 ppm, 1000-10000 ppm, and >10000 ppm, respectively. The standard deviations of the averaged differences are shown as error bars. For plotting reasons
all differences <1 ppm are set to 1 ppm. . .”

Added in caption of Figure 11: “. . . differences. The water vapor measurements of CR-2 are chosen as x-axis, because they cover all flights in contrast to the FISH data. For plotting reasons all differences <1 ppm are set to 1 ppm.”

Removed in Section 4.1.3, page 16 line 16-20: “. . . (black points, 30 seconds mean as grey points) are (dark blue squares) . . . (light blue triangles) . . . (orange diamonds) . . . (green triangles). . . (violet points) . . .”

Changed in Section 4.1.3, page 16 line 29: “. . . temperatures below . . .”

6) During the comparison flights, did all instruments sample the airstream from a common Rosemount TAT inlet, or did each have its own inlet? I believe only the FISH inlet is described as being different. If there was a common inlet for the other instruments, how was the sample stream physically split between them? If each instrument had its own inlet, how much of a difference might the different types and/or locations of inlets play in the overall comparisons? The absence of information about the sampling inlet for each instrument makes it very difficult to understand the inlet-dependent discussion on Page 16. I therefore suggest that this discussion be omitted from the paper because (a) it requires adding much greater detail about inlets and (b) inlet influences aren’t necessarily a part of the evaluation of the CRDS measurement capabilities for IAGOS.

CR-2, Wasul-Hygro, and SEALDH I were connected to a common backward-faced inlet, FISH used a forward-faced inlet.

Added in Section 4, page 14 line 9: “. . . (Meyer et al., 2015). The CR-2 was connected to a backward-faced inlet to avoid sampling of cloud and ice particles. In contrast, FISH measured . . .”

Added in Section 4.1.3, page 16 line 19: “. . . as the CR-2. This is in line with expectation, since all three shared the same backward-faced inlet, which prevented from
sampling cloud droplets. However, the CRDS shows . . .”

7) The clarity of the presentation within this manuscript would be significantly improved through editing by a native English speaker. Hopefully that can be done before revisions are submitted.

Some proof reading was carried out.

Specific Comments:

1) Page 1, Line 16: "North-Germany" is not a proper noun, so "North" should not be capitalized and the hyphen should be omitted, i.e., "northern Germany". This occurs several times within the manuscript, e.g., Pg 4 L19.

Changed in Abstract (page 1, line 16): “. . .in northern Germany. . .”.

Removed in Introduction (page 4, line 19): “. . .Four flights with a Learjet 35A took place in an area between North-Germany and South-Norway, and North-Poland and the North Sea respectively, reaching altitudes up to 12.5 km, hence covering also the lower stratosphere. . .” (See answer to Specific comment 8)

Changed in section 4 (page 14, line 4): “. . .from northern Germany . . . to southern Norway. . .”.

2) Pg 1, L19: What (specifically) is meant by "assessment validation"? Are there targets for the measurement precision and/or accuracy of this new IAGOS instrument that are the basis for its evaluation as described in this paper?

Changed in Abstract, page 1 line 19: “. . .for an initial validation of the . . .” See also answer to General Comment 2).

3) Pg 3, L6: "data of sufficient quality in the UTLS" - sufficient for what? This comment ties in with my previous comment about targets for "sufficient" measurement precision and/or accuracy.
Changed in Introduction, page 3 line 5-8: “... Solomon et al., 2010). However, due to only few existing measurement data in the UTLS, and imitations in prognostic model simulations of this region (Solomon et al., 2010), uncertainties in chemistry, transport processes, and trace gas composition are relatively large. This influences . . .”

4) Pg 3, L12-17: why include this long list of satellite-based water vapor sensors when their data are not included in this paper?

Changed in Introduction, page 3 line 13-15: “... (Rind et al., 1993). Recent observations are made by e.g. the Michelson Interferometer . . .”


5) Pg 3, L18-19: "insufficient spatial resolution" - what spatial resolution is sufficient? And don’t you instead mean "vertical resolution" here when discussing satellite and remote-sensing observations?

Added in Introduction, page 3 line 19: “... by clouds. As shown by Hoareau et al. (2013), vertical resolutions <500 m are needed for the simulation of cirrus clouds. To represent the very sharp gradient of 40 to 6 ppm water vapor within 0-2 km at the tropopause (Zahn et al., 2014), resolutions of even 400 m and higher have to be achieved (Poshyvailo et al., 2018). On the other hand ... “


6) Pg 4, L6: "The central problematic of all these different ... are the remaining, unex-
plained discrepancies ...". Are the discrepancies "remaining"? From what? Are they a problem? It depends on the science you are investigating. Please improve the clarity of this statement.

Changed in Introduction, page 4 line 6: “... are the unexplained discrepancies ...”

Added in Introduction, page 4 line 11: “Thus, possibilities e.g. to identify long-term trends in stratospheric water vapor or to study ice microphysical processes are limited (Rollins et al., 2014).”

7) Pg 4, L15-18: This is the type of general statement that belongs in the abstract instead of the very detailed descriptions.

Lines 23-28 in the Abstract (“The inlet system, .... within IAGOS”) were deleted.

8) Pg 4: I find a lot of the information presented in the abstract is duplicated here in the introduction. The introduction should explain why your investigation is important and how you intend to perform it. Specific information about instruments, including the MOZAIC humidity device, belongs in a separate section describing the various instruments.

Removed in Introduction, page 4 line 18-20: “... Four flights with a Learjet 35A took place in an area between North-Germany and South-Norway, and North-Poland and the North Sea respectively, reaching altitudes up to 12.5 km, hence covering also the lower stratosphere. As reference instruments served ..."

Added in Introduction page 4 line 20: "The former were ..."

Added in Section 1, page 4 lines 28-29: “Therefore, a first impression of the quantitative capabilities of the CRDS water vapor measurements was needed, since they were never evaluated and reviewed in detail in a publication before. ...”

9) Pg 5: There is a lot of repeated information on this page. Please ensure that you don’t write the same sentence more than once in the paper, with the exception of abstract and conclusions.
Changed in Introduction, page 5 line 2-4: “... long performance record to evaluate ...”


Changed in Introduction, page 5 line 9: “...flight tests are ...”

10) Pg 5, L24: What "impact on gas density and spectroscopy" is being minimized? This statement is vague and needs clarification.

Changed in Section 2, page 5 line 24: “To minimize the impact of pressure and temperature on gas density and spectroscopy, both are kept constant in the sample cell.”

11) Pg 6, L4-6: This description was already given in great detail, in the abstract (where it likely does not belong).

Lines 23-28 in the Abstract (“The inlet system, ... within IAGOS”) were deleted.

12) Pg 6, L13: How are there only small humidity differences between the cabin and the outside air?

The cabin air is air conditioned. Therefore, differences in humidity between cabin and ambient air are small.

Added in Section 2, page 6 line 13: “... differences in humidity between the air conditioned cabin and the ambient air, ...”

13) P6 6, L27-30: This would be the best place to explain that the instrument zero ("offset") is not stable (over what time scale?) and requires frequent adjustment, while the instrument gain is very stable and needs calibration only infrequently.

Added in Section 3.1.1, page 6 line 27: “... an offset correction is required once to improve ...”

Added in Section 3.1.1, page 6 line 30: “... water vapor. The offset stability of different
CRDS instruments was checked regularly over a time period of up to 10 years and no significant drift was observed.

14) Pg 9, L30-32 and Figure 3: Are the reported uncertainties 1-sigma? 2-sigma? This comment applies to the entire paper, wherever uncertainties are given (text and Figures).

More details about the given uncertainties were added in the entire manuscript. See also answer to General Comment 3).

15) Pg 10, L1: “0.0024±0.0021” is "not significant"? What does "significant" mean here? It can’t possibly mean "not statistically different from zero" as the reader might expect.

Changed in section 3.2.1, page 10 line 1: “The impact of the quadratic term determined as 0.0024 ± 0.0021, on the result is small compared to the overall uncertainty range. Thus, . . .”

16) Pg 10, L12-14, L20: The differences between calibration curves presented in ppm in Figures 3b and 4b and expressed in ppm and % (rel) in the text may cause confusion here. If you express all mixing ratios, differences and residuals in ppm it avoids any confusion. For the Figures 3b and 4b it would add value to include a right axis of relative differences/residuals. Given the near-linearity of the differences/residuals against mixing ratios, I think the relative data (different symbol/color) would be quite constant over the entire range of mixing ratios.

Mole fractions in unit “%” were changed to “ppm” in the whole manuscript (text, tables, and figures). Ratios in “% (relative)” were changed to “%”.

A right axis of relative differences/residuals was added in Figures 3b and 4b.

Added in Section 3.2.1, page 10 line 5: “The relative difference of the two calibrations, shown on the right axis, increases . . .”
Added in Caption of Figure 3: “... calibration. The relative differences are plotted on the right axis as light blue triangles.”

Added in Section 3.2.1, page 10 line 20: “The relative difference (right axis in plot (b)) between the two experiments is <0.3 % for water vapors <8000 ppm. Since ...

Added in Caption of Figure 4: “... in plot (b). The relative residuals are plotted on the right axis as light blue triangles. Since the analyzers were not offset corrected before the experiment, the relative difference of 800 % of the data point at 4.5 ppm is less meaningful and is therefore not show in order to improve the clarity of the plot.”

17) Pg 10, L26-28: Do you have enough evidence to make this statement based on a conjecture that the instrument "was not calibrated well enough" in 2009? This seems like a hand-waving statement with little factual backing. Is there further evidence that allows you to select the 2013 calibration as being correct?

Added and changed in Section 3.2.1, page 10 line 26: “... The dew point mirror has not been calibrated for nearly nine years when it was used for the 2009 experiment, but was not calibrated well during the 2013 experiment. Thus, ...

18) Pg 10, L33: I have to assume that the mixing ratio ranges compared with each other instrument were chosen based on the best measurement ranges of the other instruments. Is this the case? If so, please inform the reader of this earlier in the paper. I see the range information in Table 1, but the table is not mentioned until page 13. An earlier statement about the choices of comparison ranges for different instruments and a mention of Table 1 are needed, otherwise it appears the comparison ranges were chosen randomly.

Added in Section 3.1.2, page 7 line 24: “... dew point. Higher and lower water vapor levels could not be reached due to the environmental conditions in the laboratory.”

Added in Section 3.1.3, page 8 line 9: “... were measured. This corresponds to the standard calibration range of the FISH calibration bench and is a good addition to the
dew point mirror calibration range. Maximum . . .”

Added in Section 3.1.4, page 9 line 12: “. . . constant. The adjustable water vapor levels were limited by the remaining humidity in the pressurized air on the one hand and the environmental conditions in the laboratory on the other. The . . .”

Added in Section 3.2.4, page 13 line 27: “. . . experiments. The water vapor ranges used in the comparison were determined by the experimental setups of the experiments and the standard calibration ranges of the instruments. The . . .”

19) Pg 11, L5-13 and Figure 5: The residuals in Figure 5b (presented in ppm) are discussed in the text in relative (%) terms. Adding a right axis for relative residuals to Figure 5b (using different symbol/color) would strengthen the discussion of relative residuals in the text.

A right axis of relative differences/residuals was added in Figures 5b.

Added in Section 3.2.2, page 11 line 8-10: “. . . residuals . . . for water vapors > 100 ppm, which can be seen in plot (b), are small compared to the uncertainty range of the FISH calibration bench of 4 % indicated by the error bars. For the measurement point at 2 ppm water vapor the relative residuals are larger (6.2 %), due to the influence of the 12.2 ppm offset.

Added in Caption of Figure 5: “. . . of 4 %. The relative residuals are plotted on the right axis as light blue triangles.”

20) Pg 11, L30-31: It is odd that the residuals at 250 ppm are negative (Figure 6b) while at the lowest mixing ratio they are positive. With an offset of 16 ppm one would expect the residuals at both of the lowest mixing ratios to be of the same sign. Any idea why they are negative at 250 ppm and positive at the lowest mixing ratio?

The residuals are negative at 2500 ppm, not 250 ppm, and positive at 300 ppm. Unfortunately there is only one data point at 300 ppm. With more measurements at this water vapor level we would expect the scatter/pattern of the residuals to be similar to
the ones at other water vapor levels. Therefore, as described in Section 3.2.3, the uncertainty range of 1.6 ppm of the offset is likely unrealistic and follow on experiments should contain more measurements at low water vapor levels (<300 ppm).

21) Pg 12, L1: If "the lowest measurement was made at around 300 ppm", why are there data points below 300 ppm in Figure 6?

There are no data points below 300 ppm. 1 % water vapor mole fraction corresponds to 10000 ppm, not 1000 ppm. For clarification all water vapor values were changed to ppm in the text and figures.

22) Pg 12, L6-7: "which was tried to exclude" is an example of where a native English speaker could help clean up the grammar in this manuscript.

Changed in Section 3.2.3, page 12 line 6-7: “... which we tried to avoid by . . .”

23) Pg 12, L10: It's not "zero air" if it contains 2 ppm CH4. You might want to use a different term.

Changed in Section 3.2.3, page 12, line 10: “...the pressurized air with 400 ppm CO2 . . .”

24) Pg 12, L20: Of course, "the pressure sensor is sensitive to water vapor", as it is to any gas-phase constituent. I think you are trying to convey that the pressure sensor responds in a non-linear way to increasing amounts of water vapor, creating a water vapor-dependent bias in the pressure readings. In L25, what does "assumed that the pressure changes linearly" mean here? If the pressure changes linearly with changes in water vapor you don’t have a problem with water vapor-dependent biases. I don’t understand this assumption.

Added and changed in Section 3.2.3, page 12 line 20-22: “... the pressure sensor has a non-linear dependence on water vapor and thus, ... (Reum et al., 2017). A possible reason could be adsorption of water molecules on the sensor. To assess ... an incorrect pressure adjustment . . .”
Added and changed in Section 3.2.3, page 12 line 25: “Experiments with an additional independent pressure measurement presented by Reum et al. (2017), as well as analysis of the behavior of the proportional valve, which controls the pressure in the sample cell, show that $\Delta p$ changes linearly with water vapor for mole fractions >2500 ppm (see Figure 2 in Reum et al., 2017). Therefore, the peak areas . . . “

Removed in Section3.2.3, page 13 line 3: "Experiments with an additional independent pressure measurement (Reum et al., (2017), as well as analysis of the behavior of the proportional valve, which controls the pressure in the sample cell, show that" Changed in Section3.2.3, page 13 line 3: “Reum et al. (2017) determine $\Delta p$ as about 0.7 mbar . . . Note however, that the change in cell pressure with humidity is not linear for water vapor mole fractions <2500 ppm, which could be the reason for the slightly systematic shape in the residuals at this low water vapor levels (Fig. 6 b).

25) Pg 12, L12-25: Don’t the water vapor-dependent bias in the pressure readings also affect the in-flight data of the CRDS? Here you dwell on how this affects the CO2 dilution calibration method, but don’t discuss the effects on the actual in-flight measurements. If this also affects the flight data, why only discuss it here in the "Calibration by CO2 Dilution" section?

For the in-flight measurements the error is removed, or rather corrected, by the calibration of the CRDS instrument with the dew point mirror. Moreover, the effect of the nonlinear part of the water dependent bias is small compared to the uncertainty range of the dew point mirror. The error due to the pressure deviation plays its role only during the dilution calibration, since here, the CO2 measurements of the same instrument, which are affected by this error as well, are used for the calibration.

Added in Section 3.2.3, page 12 line 21: “. . .While this error in the CRDS water vapor measurements is corrected by the calibration of the instrument with another hygrometer, it has to be considered for the dilution calibration, since the used CO2 measurements are affected as well. To . . .”
26) Pg 13, L26: It is strange to have a section entitled "Summary" in the middle of this paper. How about "Calibration Summary" instead?

Changed in Section 3.2.4, page 13 line 26: “3.2.4 Calibration summary”

27) Pg 13, L30: "Note that both offsets, or rather their uncertainties, are likely not reliable." So, are the "offsets" (y-intercepts) likely not reliable, or their uncertainties, or both?

Changed in Section 3.2.4, page 13 line 30: “... both offset uncertainties are ...”

28) Pg 14, L8-9: What is "a total accuracy" and what does "and down to 0.3 ppm for the lower mixing ratios" mean? How low is "lower"?

Changed in Section 4, page 14 line 8-9: “... has an accuracy of 6-8 % (1-sigma) in the range from 4 to 1000 ppm and to 0.3 ppm for lower mixing ratios down to 1 ppm (Meyer et al., 2015).”

29) Pg 14, L14-15: What are the "stable atmospheric conditions" mentioned here? This sentence needs a comma after "analysers".

Added in Section 4.1.1, page 14 line 14-15: “analyzers, water ... atmospheric conditions, as pressure and temperature, were ...”

30) Pg 14, L13: Why use the term "repeatability" instead of precision? From the subsequent description it appears that you are looking at variations in the 0.4 Hz measurements from the 60-second averages. I would call this "precision" and not repeatability, since repeatability can imply stability in results obtained at different times, such as re-sampling the same air mass five minutes later and seeing how "repeatable" the measurements are.

Changed in Section 4.1.1, page 14 line 13: “Measurement precision” Changed in Section 4.1.1, page 14 line 14: “... measurement precision ...” Changed in Section 4.1.1, page 14 line 16: “... the precision can be...” Changed in Section 4.1.1, page 14 line
26: “... the measurement precision ...” Changed in Section 4.1.1, page 14 line 28: “For comparison precision estimates ...” Changed in Section 4.1.1, page 15 line 1: “... a precision of ...” Changed in Section 4.1.1, page 15 line 3: “... the precision of the ...” Changed in Table 2, caption: “Precision estimates ...” Changed in Table 2: “precision at ...” Changed in Section 3.2.1, page 10 line 10: “Precision of the CRDS analyzer ...”

31) Pg 14, L18-19: Isn’t the 60-second average calculated from the 2.5-second measurements? Then why do you calculate the standard deviation of their differences when the standard deviation of the 60-second average directly provides a direct statistical measure of variability in the shorter-term measurements?

The 60-second moving average is a measure for the long-periodic variability. Subtracting this long-periodic part of the signal from the measurements leaves the short-periodic variability, which is our measure for the short-term precision.

32) Pg 14, L24: "results based on a larger number of data are highlighted". Aren’t most 60-second averages based on 24 measurements made at 0.4 Hz?

Only the flight measurement data from the four flights (total flight time: 14 h) are used for the analysis. Since not all water vapor ranges were represented equally during the flight measurements and, moreover, data periods with unstable cell pressure had to be neglected, the data availability in the different water vapor intervals varied significantly.

33) Pg 14, L26-27: "upper limit" ... "4 ppm or 5%, whichever is greater for WV < 100 ppm". In Figure 7, why are there so many data points for WV < 80 ppm that have standard deviations > 4 ppm (5%)? The upper limit estimate for WV > 100 ppm is much more in line with the Figure 7 data: most of the data points for WV > 100 ppm lie below the 30 ppm standard deviation line and to the right of the 5% diagonal. This cannot be said about the WV < 100 ppm data, many of which lie above the 4 ppm standard deviation line and to the left of the 5% diagonal. Please explain the connection between this Figure and the numbers you have extracted from it that appear to underestimate the precision values for measurements at WV < 100 ppm.
See answer to General Comment 1).

34) Pg 15, L9-16: No need to describe the different symbols since that is done in both the Figure 8 caption and legend. What is more important here is a description of what the Figure shows about response time of the CRDS. I think that showing only a short period of Figure 9 would better support this discussion of response times <10 seconds. Specifically, the flight segment from 12.35 to 12.55 UTC on 1 June 2011 when water vapor increases and falls an order of magnitude in about 3 minutes.

See also answer to General Comment 5).

Enlarged sections for selected shorter time periods are added in Figure 8 and 9.

Added in Caption of Figure 8: “... flight on 31 May 2011. An enlarged section for the time period from 11:15 to 11:24 is shown in the lower left part of the plot.”

Added in Caption of Figure 9: “... flight on 1 June 2011. An enlarged section for the time period from 12:24:36 to 12:25:48 is shown in the upper left part of the plot. Here the water vapor increases in one minute about an order of magnitude from 200 to 1200 ppm.”

Added in Section 4.1.2, page 15 line 19: “... to wet. For water vapors <100 ppm the response time is comparable to the FISH instrument, as shown in the enlarged section of Fig. 8. During the increase of water vapor from 200 to 1200 ppm in about one minute, shown in the enlarged section in Figure 9, no significant delay can be detected. Thus, ...

35) Pg 15, L22-25: This discussion of laboratory tests of response time is not very informative or conclusive because the reader has no idea how much water vapor is in the "wet and dry air". Also, "recovery time to 99% of a challenge" is not understandable.

Added in Section 4.1.2, page 15 line 22: “... between wet (around 23000 ppm) and dry (around 10 ppm) air, ...”
Changed in Section 4.1.2, page 15 line 23: “… to 99 % of the final water vapor level as . . .”

Changed in Section 4.1.2, page 15 line 24: “… from 23000 ppm to . . .”

36) Pg 15, L27-31 and Pg 16 L1-6: Please remove Figure 11 symbol descriptions and the explanation of data binning since all this information appears in the Figure caption. Descriptions and explanations were removed. See answer to General Comment 5.

37) Pg 16, L1-2 and Figure 11 caption: "Absolute" differences steers my thinking towards absolute values, which are definitely not what Figure 10 shows. "Absolute" is unnecessary in both instances because the differences are clearly in units of ppm, i.e., not relative differences.

Changed in Section 4.1.3, page 16 line 1: “The water vapor differences . . .”

38) Pg 16, L4-6 and Figure 11: If the differences are binned by CR-2 water vapor in 1 ppm bins for CR-2 < 10 ppm, why are there multiple blue diamonds and multiple blue triangles in the lowest CR-2 mixing ratio bin (and some other bins)? Aren’t the averages computed from all segments of all flights? If not, why are the average differences in each bin determined for subsets of the 4 flights?

Figure 11 was corrected. Now there is only one data point for each bin.

39) Figure 11: The log-scale Y-axis is problematic for average differences < 1 ppm and for the error bars that appear asymmetric around the mean. Why don’t you instead plot average relative (%) differences using a linear-scale Y axis? Average differences < 1 ppm will then be displayed correctly and the error bars will be symmetric around the mean values. I think the relative values will be much more like flat lines with CRDS-CR2 values above zero and the other instrument pairs below zero.

We plotted the relative differences using a linear axis, too. The problem with this display
is that for water vapors <100 ppm, and especially <10 ppm, the relative differences are very large (up to 50-100 %). For the interpretation of the results at <100 ppm a plot with differences in ppm is much clearer and easier to understand. So, both representations have their pros and cons. In the end we decided that the plot with the log-scales is a bit better suited for our purposes.

40) Pg 16, L11-33: This section is difficult to understand because there are no descriptions of the various inlets for the different instruments. All that is known at this point is that the FISH inlet is different from the CRDS inlet, although there is now a hint that the other instruments do not share the CRDS inlet. Is it really important or necessary to include this section of the paper when it requires adding more details of the various instrument inlets? This section seems to cover a different topic from the main thrust of this paper and may even be worthy of a separate paper in the future.

See answer to General Comment 6).

Please also note the supplement to this comment:
https://www.atmos-meas-tech-discuss.net/amt-2018-36/amt-2018-36-AC1-supplement.pdf

Fig. 1. fig03_dew point mirror calibration
Fig. 2. fig04_waterscale adaption of two Picarros

\[ H_2O_{CFKBD-2003} = -79.8 + 0.996 \times H_2O_{CFADS-37} + 0.00000008 \times (H_2O_{CFADS-37})^2 \]
Fig. 3. fig05_FishCalBench calibration

\[ H_2O_{\text{CalBench}} = (0.97 \pm 0.04) \times H_2O_{\text{CRDS}} - (12.2 \pm 0.5) \text{ ppm} \]
Fig. 4. fig06_dilution calibration
Fig. 5. fig07_measurement precision
Fig. 6. fig08_response time wet-dry
Fig. 7. fig09_response time dry - wet
Fig. 8. fig11_absolute differences_all flights