Interactive comment on “Application of High-Dimensional Fuzzy K-means Cluster Analysis to CALIOP/CALIPSO Version 4.1 Cloud-Aerosol Discrimination” by Shan Zeng et al.

Anonymous Referee #1

This manuscript describes a cluster analysis technique applied to CALIPSO data products as an alternative to the standard cloud-aerosol discrimination (CAD) algorithm(s). The stated objective of this activity is to validate the CAD algorithm and better understand what is important in the classification process.

I believe the elements of a good paper are here, but the logical flow needs some significant work. I need to really dig to understand why you did this in the first place, and what specifically you learned when you were done. The authors used a large number of statistical and otherwise assessment techniques, but often gave little justification for the choices that were made during the assessment, and minimal description of the results. I think it would have been better to not describe every single analysis that was performed for this work, and instead focus on some of the most important and try for a better explanation of what you were doing, why you picked that technique, what you expected to find, and how the differences between expectations and results are significant to the CAD algorithms. The significance should be summarized both in the conclusions and the abstract. Before I start addressing specific portions of the manuscript, I have a few general questions and comments:

Thanks for reviewing the manuscript and giving many valuable suggestions. We re-worked the logical flow of our paper, and we have clarified our working plan in the introduction. We better interlinked the sections and subsections to make the flow of the manuscript clear and easy for readers and reviewers to follow. We have also added more descriptions and explanations of the results in section 3 and 4, concentrated on and more clearly identified especially significant results, and better summarized them in the abstract and the conclusion. Please check details in the paper.

1. It seems to me that hierarchical clustering, in one of its many forms, would be useful to CALIPSO data. Presumably, clouds are very different from aerosols, but ice and water clouds, while different, are much more similar to each other than to aerosols. This is not the topic of the paper, of course, by if one is to spend time looking into clustering algorithms as an alternative for CAD, why wasn’t this considered?

It seems we’ve done a poor job of stating our objectives for this paper, as it was never meant to be an exercise in “looking into clustering algorithms as an alternative for CAD”. Instead, as we say in the conclusions of the original draft, the purpose of this study is “to assess the performance of the cloud-aerosol discrimination (CAD) algorithm used in the standard processing”. Having now read the referee’s comments, it’s quite apparent that we failed to clearly enunciate our primary goal.

Unsupervised clustering schemes are frequently used to find patterns in data. The trick is to find patterns that have meaningful interpretations for human data users. Having a totally unsupervised learning algorithm “discover” the same patterns in the data that we report when using our CAD PDF scheme gives us some confidence that our CAD classifications represent genuine data-driven differences in the CALIOP observations, and are thus largely free from artifacts that might be imposed by human misinterpretations or conceits. Furthermore,
interpreting our comparisons of the results obtained by the two methods is straightforward: the higher the correspondence between the “discovered” classes and our predetermined classes, the higher our confidence in the CALIOP operational CAD classifications.

2. At no point do you discuss the possibility of the FKM acting as a potential replacement for the standard CAD algorithms. Why not?

Once again it appears that we have failed to convey our goals for this study. We are not investigating potential replacements for our CAD algorithm. Instead we are looking for methods to validate its performance and characterize its reliability. We will, of course, replace the standard CAD algorithms if/when some other algorithm(s) – be it FKM or anything else – can be shown to yield consistent and demonstrable improvement in distinguishing between clouds and aerosols on a global scale. But that day has not yet arrived. The take-away message from this paper is (or least should be!) that the FKM classifications are essentially similar to the operational V4 results, and thus confirm that our operational CAD algorithms are performing quite well. In the testing we’ve conducted to date, we see no evidence of superior performance by the FKM algorithm.

In the last paragraph, you mention that the “FKM method is much more time consuming than the operational algorithm.” I don’t understand this. Does this mean it is time consuming if one attempts to recreate the FKM for the entire dataset? I would think one would create the cluster centers with a subset of data and apply to the rest, which I couldn’t imagine would be slower than the CAD approach.

We were regrettably imprecise in our comments about algorithm speeds. What’s time consuming is training the FKM on a suitably large subset of the measurements. (In this regard, FKM is similar to our standard algorithm: building the CAD PDFs is also a time- and compute-intensive activity.) However, once the FKM training has been completed, the partitioning of features within any scene into clouds and aerosols should occur on time scales commensurate with (or perhaps faster than) our current CAD algorithm.

Other than speed, I see no discussion about why FKM would be less desirable than CAD. In some ways (less dependence on non-scene information like latitude), I would think it would be preferable.

Conceptually, both FKM and the existing algorithm are potentially good candidates for the CAD task. But practically speaking, our existing algorithm is the hands down winner: it’s already highly optimized for use with CALIOP measurements and tightly integrated into the CALIOP software architecture, and its performance has been extensively documented (e.g., see Liu et al., 2009 and Liu et al., 2018).

Regarding the use of “non-scene information like latitude”, recall that the CALIOP CAD algorithm is fundamentally a probability-driven technique. And because (for example) the probability of observing lofted dust plumes at 60° S is significantly smaller than at 45° N, latitude can contribute relevant information in distinguishing cloud (e.g., cirrus) from aerosol (e.g., Asian dust). On the other hand, using attributes like latitude and altitude can introduce classification artifacts into unsupervised machine learning techniques like fuzzy k-means and Kohonen self-organizing maps. These techniques are likely to be much more successful if the inputs can be restricted to the intrinsic properties of the atmospheric layers being measured (e.g., particulate depolarization ratios, lidar ratios, Ångström exponents, etc.). Unfortunately, these quantities are not directly
measured by elastic backscatter lidars like CALIOP and thus cannot be used in the classification phase of the analysis. Instead we have to make due with proxies like total attenuated backscatter color ratio, which, while readily measured, is also a rather awkward combination of intrinsic and extrinsic layer properties. Having multi-wavelength high spectral resolution lidar measurements would remedy the situation...but, sadly, it’s likely to be many years before such a capable system is flown in space.

3. Much of your validation relies on a comparison of various versions of CAD and FKM. In some cases this is just for a few specific scenes. Once we make the leap of faith that those scenes are representative of all scenes, the fact remains that you don’t know truth. So, is agreement between CAD and FKM the best metric when they could both be wrong? It seems the implicit assumption is that FKM could never reach CAD levels of correctness, but when if FKM does correctly identify the scene but CAD does not? In that case, ‘agreement’ isn’t appropriate as a means to validate the results. One way of addressing this problem is to apply both algorithms to synthetically generated scenes, where one knows the ‘truth’ and can verify its identification.

To say that “much of your validation relies on a comparison of various versions of CAD and FKM” is perhaps being too kind. A more realistic assessment might be that ALL of our validation currently relies on these comparisons. To the best of our knowledge, there are no published, observation-based validation studies of the CALIOP CAD results. This paper is our first attempt to evaluate the CALIOP cloud-aerosol discrimination problem within a different mathematical decision-making framework. (We note, though, that since our manuscript first appeared in the AMT discussion forum, another algorithm-comparison study using state vector machines has been published; see Brakhasi et al., 2018 at https://doi.org/10.1016/j.jag.2018.07.017.)

While the use of synthetic data as an evaluation tool is generally an excellent and highly effective strategy, in the case of discriminating clouds from aerosols it’s also especially hard to implement in a useful way. For ~90% of the cases, cloud and aerosol properties are very well separated and reliable classifications can be made using a single wavelength elastic backscatter lidar (e.g., CATS; see https://cats.gsfc.nasa.gov/media/docs/CATS_QS_L2O_Layer_3.00.pdf). In these cases, unambiguous synthetic data can be used to weed out those algorithms that are obviously deficient. But the remaining cases fall into the cloud-aerosol overlap region (see Liu et al., 2009), where (to within the accuracy and precision of our measurements) aerosols and clouds layer can have essentially identical optical properties, and thus cannot be distinguished based only on the CALIOP measurements. Within the overlap region, the best an algorithm can hope to achieve is to avoid biases by reporting roughly equal correct and incorrect classification rates. (Ideally, all ‘overlap region’ classifications will be flagged as “low-to-no confidence”; i.e., assigned very low CAD scores). Unfortunately, given the available layer attributes, FKM cannot help resolve issues in the overlap region. To better resolve cloud and aerosol layers, additional measurements and/or information are needed.

Even the most sophisticated human observers cannot always agree on the correct partitioning of those layers that occupy the overlap regions (e.g., see Koren et al., 2007; Tackett and Di Girolamo, 2009; Varnai and Marshak, 2011; Balmes and Fu, 2018). These especially difficult cases include separating thin cirrus from lofted Asian dusts, separating evaporating water cloud filaments from the surrounding aerosols in the marine boundary layer, and separating fresh volcanic ash from cirrus. Given the measurements available on the CALIPSO platform, the classification of these targets is always subject to some uncertainty. So by using synthetic data to compare algorithm outputs versus “truth” we could perhaps choose an algorithm that best confirms our own
On to specific comments:

Abstract: As mentioned previously, the abstract gives minimal details about why you’re undertaken this study, other than the rather vague “provide new insights” and validation of CAD. What are the new insights? Does it validate as expected?

We added more detailed results as “insight” in the abstract. We also clarified that in addition to validating the CALIPSO operational CAD algorithm (COCA), the comparison work helps establish the boundaries of classification correctness regarding the individual classification algorithm. The comparison works in general as good as expected with more than 94% of classifications agreeing between different algorithms.

Page 2, line 23: OK, so a difference between FKM and CAD is that the latter uses latitude as an input. I would think the arbitrary nature of the use of latitude is undesirable, so if FKM is successful than it’s ability to perform without the use of latitude is very important and should be highlighted more.

The latitude information is used in operational V4 CAD algorithm to create the probability density function (PDF) to discriminate the cloud from the aerosol. For every five-degrees of latitude and 1km altitude, a look-up table of 3-dimentional probability cloud and aerosol is built according to the joint distributions of backscatter, depolarization and color ratio observation from lidar. This is because for different zones and altitudes, the sources and dynamics of cloud and aerosol are different. Applying a single, global scale look-up table would make it extremely difficult to identify local features. Latitude itself is not an intrinsic optical characteristic that can be universally used to separate cloud and aerosol. But because the probability for a particular class to be present is location dependent, latitude helps to shape the PDFs to provide better classifications at a local scales.

The reason we don’t use latitude as an input is because we use FKM method, which is a centroid classification method, and geographic information about clouds and aerosols doesn’t provide good separation criteria (they both occur at all latitudes everywhere around the planet) and hence will confuse the FKM classification. When we add latitude as an additional input, the resulting Wilk’s lambda rises to 0.5, indicating that the classifications are no longer reliable.

Page 2: here you mention the difference between CAD V1 and CAD V4, but later on you validate against V3 and V4, and even mention V2 at some point. It seems overly complicated to compare against anything other than the latest version, but if you must you need to describe what is in each of the versions, the important differences, and why you need to validate against 3 & 4.

We added explanations about the differences between version 3 & 4 CAD algorithms. We also explain briefly why we have chosen to compare FKM to both CAD versions.

Note too that our manuscript is a part of an AMT special issue on CALIPSO version 4 algorithms and data products, and thus is a companion to the paper by Liu et al. (2018) that describes the V3-to-V4 updates to the CALIOP CAD algorithm. Our comparisons of FKM to both V3 and V4 CAD are meant to provide additional insights into the improved performance of the V4 CAD.
Page 4: OK, great, FKM doesn’t use Latitude. Why not also skip altitude? Or try with and without? Altitude to me also seems like an arbitrary input that may bias your results, although perhaps somewhat more justifiable than latitude.

The relative occurrence frequencies of aerosols and clouds are quite different, depending on altitude (and, to a lesser extent, latitude), and thus altitude is likely to be a highly relevant characteristic for supervised learning approaches. How relevant it is for unsupervised learning is somewhat less obvious. (One might argue that mid-layer temperature would be a much better choice, as in some cases (e.g., \( T > 0 \) °C) temperature can be a determining factor in distinguishing between ice clouds and water clouds.)

However, the reviewer is right that altitude is also not an intrinsic optical property that can be used to discriminate between clouds and aerosols. Instead it is an atmospheric dynamics property: aerosols and water clouds are most often found in the boundary layer, while ice clouds can reach as high as the tropopause. So altitude can be crucial to discriminating between aerosol and ice clouds (though in some extreme cases their optical properties may be similar). For this reason we retain altitude in the FKM classifications. But, as the reviewer suggested, we have also experimented with omitting altitude for some particular cases in the paper (see section 4.4 in the revised manuscript). Throughout the paper we added more explanation saying why we choose these four parameters.

Page 5, last paragraph: You’re using a random distribution of initial class memberships. How sensitive are you to that randomly selected distribution? Is there any difference in the results between one random seed and another? Also, is there any potential benefit in starting with class centers corresponding to preconceived notions of the class centers?

Actually, the code includes a loop for the selection of the random initiations so that the algorithm converges and gets the best fit. We now clarify this point in the text and in the flowchart in Figure 1. We did not check the impacts of initiation distributions on classification results in the paper. To response to the reviewer’s suggestion, we did a quick check on this and found the initial scattering does not impact the results much (please see the figures below). We used the uniform and normal random distributions for a 2-classes clustering and the results are almost the same; the difference for one orbit is 0.00000816%. While we could also use preconceived class centers, I don’t think this will change the class membership value, but it might change the speed that the algorithm converges.
Figure 1, step 4: You have change in the norm of m as a metric to stop iteration (or max iteration number). Could other metrics also be used, such as change in c, or d? I’ve seen iterative methods that use multiple means of assessing when no further improvement can be provided as a means to reduce the number of time the max iteration number boundary is used.

We modified the flowchart and explanations about the last step (step 4) to determine our final membership due to our mistake in the previous manuscript. We actually used the objective function instead of membership which is not moving to determine when the iterations terminate. The code stops when algorithm converges and objective function change is smaller than a small threshold or the iteration count larger than a certain number. And we loop through multiple initiations and choose the smallest objective function minimum among all loop to get our final clusters. In real-world runs, the algorithm stops before reaching the max iteration number, which means the algorithm converged and objective function is stable. Note, the objective function is a function of membership, center and distance. That is why we say using only the center may slow down the speed. But I think technically we can use only the center, the distance or the membership. As the objective function takes joint account of all three, it would be our best choice.

Page 7, paragraph 1: could the FKM be used to improve the PDF used in CAD for the ‘arbitrary’ classification inputs (latitude and altitude)?

Perhaps...although to us it's not immediately clear how. In particular, the CAD altitude increments are chosen to partition the PDFs in a manner consistent with atmospheric dynamics. To a lesser extent, so too are the latitude increments. In fact, one of the primary reasons for increasing the latitude resolution from 10° in V3 to 5° in V4 was to achieve more reliable separation between ice clouds and dust in the northern hemisphere dust belt.

Page 7, second paragraph: “...sample is used to determine the optimal number of classes and fuzzy exponent required for classification...” How is this done? This is an important detail to skip.

We added more details about the selection of training data. We actually used one month of data (January 2008) to determine the optimal number of classes and fuzzy exponent required for classification.
Figure 2: how were these PDF’s defined? Also, caption needs to spell out H0I and ROI

We added the definitions for PDFs in the text and the caption of Figure 2. We also add the definitions for HOI and ROI in the caption of Figure 2. The V4 CAD PDF is a five-dimension probability look-up table. Here the PDF is just the probability for one dimension, which is the occurrence frequency with sum normalized to unit.

Table 1: Based on the PDF’s in Figure 2, it seems the filter criteria for AB is much tighter than what was selected for DR and CR. Why? Shouldn’t they be similar?

Feature with AB larger than 0.2 are not majority of the cases and all of them are clouds. Aerosols with backscatter larger than 0.2 are relatively rare (e.g., only 3.5% of all tropospheric aerosol layers detected during 2012 at 5-km horizontal averaging had \( \langle \beta'_{532} \rangle > 0.2 \text{ sr}^{-1} \text{ km}^{-1} \)). Setting the value as 0.2 or 2 won’t change the results much. When we set the values larger than 0.2 to 2, it won’t change the classification results, but it will speed up the calculations and make it easy to converge. We added some more explanation about this in the paper.

Page 9, paragraph 1: "Mahalanobis distance can be used for correlated variables..." This seems to imply that you expect AB, DR and CR to be correlated, but can you make it clearer if they are or not? If they are (and I suspect this is the case), this has implications for the uncertainty analysis later.

As you suspect, the lidar observables are indeed correlated. If we consider each of the three as sums (or means) of the measured backscatter signal over some altitude range, then

\[
\langle \beta'_{532} \rangle = \frac{1}{N} \sum_{n=1}^{N} \beta'_{532,\parallel}(z_n) + \beta'_{532,\perp}(z_n), \quad \delta_{\parallel} = \frac{\sum_{n=1}^{N} \beta'_{532,\parallel}(z_n)}{\sum_{n=1}^{N} \beta'_{532,\parallel}(z_n)}, \quad \text{and} \quad \chi'_{1064,\parallel} = \frac{\sum_{n=1}^{N} \beta'_{1064}(z_n)}{\sum_{n=1}^{N} \beta'_{532}(z_n)}.
\]

(The subscripts \( \parallel \) and \( \perp \) represent contributions from the 532 nm parallel and perpendicular channels, respectively.) In particular, the signals measured in the 532 nm parallel channel contribute to all three quantities. We now provide these details in (the new) section 3.4.

Figure 3: (a) x-axis title should have caps (b) what is NCE? And more generally how do we know from these figures that the ideal # of classes is 3 or 4 and corresponding fuzzy exponents 1.4 or 1.6. It is not clear what I should be looking for in these plots.

X-axis is the class number \( k \), and NCE is MPE instead. We modified them in figure and its caption. We choose the value based on that fuzzy exponents is “best value of \( \phi \) for that class is at the first maximum of objective function curves”, which in subfigure c, for 3 classes (red color) the pick value corresponds to \( \phi = 1.4 \) and for 4 classes (light green) \( \phi = 1.4 \text{ or } 1.6 \). We choose the class number based on the minimum values of both FPI and MPE and also real class number in the atmosphere (cloud and aerosol).

Page 11, second paragraph: mentioned before, but again: is it essential to compare against both V3 and V4? It seems to be unnecessarily complicated.
Not absolutely essential, perhaps, but certainly highly desirable from our point of view. See our previous response on this topic for a bit more detail.

Page 11, line 17 "...around 74S are misclassified..." confused by this statement since the lowest latitude on the figure is 71.44S

It actually extended to 71.55N and about 80S but the figure only shows 69.6S. We modified “around 74S” to "beyond 69.6S"

Page 13, line 15 "Note the value (1-CI)x100 for the 2-class FKM algorithm is equivalent to the CADFKM score" isn't it equivalent to the absolute value of the CADFKM score?

We modified “the CADFKM score" to “absolute value of the CADFKM score”.

Page 14, line 6 “It is evident...” While I agree they do look this way, there are much more rigorous comparison ‘statistic’ out there than eyeballing a figure.

We added statistics to support our “evident” claim.

Figure 7: it appears there is a big difference at high latitudes between FKM and CAD for clouds. Considering that CAD uses latitude, isn't this a very significant difference that should be highlighted and discussed further?

Further analysis of CAD in high latitude is out of the scope of work at the moment. In the future we can apply FKM for different altitude, latitude and season so as to improve the classification at local level. For different latitudes, the atmosphere dynamics are different, also the clouds and aerosol source and their intrinsic properties are quite different as well. To solve the problem, we can't simplify the problem by just adding/removing latitude with equal weighting. In this case sampled here, maybe the class number is not sufficient for the classification, so we may improve by adding classes number due to the large differences between stratospheric cloud and aerosol. This problem should be addressed in the future. Right now, the studies mainly discuss the comparisons of the classifications in the troposphere. We just want to highlight this information in the paper at the moment instead of trying to optimize FKM performance to resolve various problems. The paper already has a lot of information, and needs to stop somewhere so that we do not lose our focus (i.e., assessing the performance of the CALIOP operational CAD algorithm).

Table 2: What should I be looking for in the C and A columns and rows? This would be more meaningful if I knew what the actual expectations for percentage C and A should be.

The clouds global distribution is between 50%~70% according to Stubenrauch et al. (2013). For all algorithms or versions discussed in the paper, the cloud coverages are well within ranges that are considered acceptable. We added this reference in the paper text to support the comparison work here.

Figures 4, 8, 9, 10, 11 would be easier to understand if the colorbar/label at the bottom indicated which side was ‘aerosol like’ and which was ‘cloud like’.

We add “cloud” and “aerosol” below the color bars to indicate cloud-like and aerosol-like colors. Since we still want to show the confidence of the classification, we added the following text just before
Figure 8: "CAD classifications are color-coded as follows: regions where no features were detected are shown in pure blue; fill values are shown in black; cirrus fringes are shown in pale blue; aerosol-like features are shown using an orange-to-yellow spectrum, with orange indicating higher confidence and yellow lower confidence; and cloud-like features are rendered in gray scale, with brighter and whiter hues indicating higher classification confidence."

Page 19, lines 12-13. This is an important point that must be emphasized! Use of altitude leads to mis-classification!

Yes, in some cases, using altitude will lead more misclassifications (e.g., in regimes having roughly equal numbers of samples of high altitude aerosol and ice clouds that also have highly similar optical properties) but for other cases (i.e., for a majority of cases, when separating ice clouds and low altitude aerosols) it will improve the classification. This is now discussed briefly in the last section. Altitude adds more confusion in separating water clouds from aerosols (e.g., when water cloud backscatter is small in optically thin water clouds), and in separating PSCs from stratospheric aerosols. Because these layers are at similar altitudes, altitude does not provide useful distinguishing information. But on the other hand, the altitude information can improve the classification between ice clouds and aerosols even if their depolarization and backscatter are similar. Ice clouds are high-altitude features, whereas aerosols are most often much lower. So it is hard to categorically say that the use of "altitude leads to misclassification". From Table 4, we also know that the combination of altitude and color ratio provides the best FKM classification compared to the V4 operational classification. It depends on the cases sampled and studied. While backscatter intensity can also produce confusion in the separation of thin clouds and dense aerosols, this occurs in much fewer cases. In majority of the cases, altitude helps improve the separation. We don't want to make an absolute conclusion just because of this case.

Page 21, line 6: this is the first time we hear that a reason for the use of V4 is improved calibration coefficients. Version differences for CAD should be described in more detail in an earlier section.

We added some brief explanations of the differences between V3 and V4 in the introduction. Detailed explanations of the differences between V3 and V4 are given in Liu et al. (2018), which we expect to be published part of this same AMT special issue. Our focus in this manuscript is on FKM and the comparison of the operational products with FKM products.

Figure 10 caption: spell out PSC, STS and NAT acronyms

We deleted the subsection discussing PSCs because the primary focus of our paper is on comparisons in troposphere.

Page 23, line 14: this is a confusing statement – you're using FKM to rebuild PDFs?

The referee is 100% correct: as originally written, this is indeed a confusing statement. To clarify, we have replaced the original text with the following revision.

Original
With the FKM method, it is easy to add or remove one or multiple observational dimensions and re-cluster without re-building new PDFs.
With the FKM method, it is relatively easy (though perhaps time-consuming) to add or remove one or multiple observational dimensions (i.e., inputs dimensions) and the reinitiate the training/learning algorithm. (This highly desirable flexibility is, unfortunately, wholly absent in the strictly supervised learning regime incorporated into COCA.)

Page 23, line 20: under what circumstances does classification degrade with the addition of additional dimensions?

According to my understanding, it really depends on the case. This is also explained in the last section for the EOF analysis. If the dimension does not contribute information that helps segregate the data into distinct classes, it may instead degrade the accuracy of the classification. As an entirely speculative example, suppose we were to add UTC time-of-day as an additional input dimension. Since CALIPSO has a 16-day orbit repeat cycle, this sort of “information” may introduce subtle (or even not so subtle) artifacts into the derived clusters. To provide further clarification on this issue, we have added a pointer to additional discussion later in the manuscript (i.e., “details provided in Sect. 4.3”).

Figure 11: What is HH? I’m assuming altitude, but you use H elsewhere for that. It’s probably best to spell out AB, DR, CR, HH in caption.

We spelled out AB, DR, CR and H in the caption and change the “AB, DR, CR, and HH” in the title to “$\langle \beta'_{532} \rangle$, $\delta_v$, $X'$, and $z_{mid}$” to keep all symbols in this paper same as those in the CAD paper published by Liu et al. 2018.

Page 25: I really don’t understand why you are avoiding high latitude and altitude regions. This is where FKM could presumably help, and differences with CAD might indicate problems with the latter’s use of altitude and latitude as dimensions. Or, it might indicate that FKM without altitude and latitude still can’t resolve well, in which case those dimensions are needed with CAD. This seems like a in important issue you’re sidestepping.

At high altitudes or latitudes, the intrinsic properties of clouds and aerosols are often much different from those in the other areas of the globe. Consequently, 2 or 3 classes may be not enough for the classification at a global scale. To improve the performance, we most likely need to apply FKM at local scales. And while that has not been done in this paper, it is worth further study in the future. This paper is not meant to be an exhaustive analysis, but should instead be seen as an initial step in an ongoing CAD validation study. Future, more focused investigations of CAD performance in polar regions and the stratosphere are highly desirable next steps.

Figure 12: How can you expect anybody to understand this figure? After a bit of effort, I think I understand what you’re trying to show, but even if I am correct there’s no way for me to differentiate the 15+ different colors. What should this figure look like in a perfect case? I think this figure and the corresponding text are an example of something that should be cut so more focus can be given to other sections.

We deleted the figure. Instead, we used a table to summarize the numbers so as they are more easily understood by the reviewers and other readers. These numbers provide information all of the
information originally presented in the figure (e.g., how much improvement is made if we changed the inputs dimension from 3 parameters to 4 parameters, etc.).

Equation 16: It would be nice if you said a sentence about what this matrix should look like (i.e square pxp matrix that is I in a perfect case)

We added more the dimension information in the paper text i.e. “(k x p matrices)” in the text.

Equation 18: What kind of norm is this?

Equation 18 is not a norm, but instead shows the ratio of the determinant of W and the determinant of W + B. To clarify this, we have replaced the |W| notation with det(W). Determinates represent the volume of matrices in multiple dimensions while norms quantify distance in multiple dimensions.

Table 3. I’m having difficulty interpreting this. We want low Wilks’ lambda for best classification, right? So lowest values are for backscatter alone for 2 class, and backscatter and depol for 3 class. So, does higher lambda when adding other parameters mean classification become worse? Or is it that wilks lambda can’t be compared when the dimensionality is different? This is an example of an analysis that seems lacking in its description of what you are looking for, and what the results mean.

The best classification needs to consider many factors. The Wilks’ lambda is only one indicator to help assess whether the clusters are sufficiently distinct or not. If clusters have no boundary between each other, although the classification accuracies are high, the classification results can’t be trusted either. The classification results can be trusted when the accuracy is high as well as the Wilks’ lambda is small, namely clusters are distinct to each other. I don’t think that the dimension number itself will cause the increase of Wilk’s lambda, it is how well a certain dimension bring in useful information for the distinction of the classification that matters. For example, the dimension of altitude adds more ambiguity to the classification confidence for the 2-classes classification because clouds are found at both high and low altitudes while aerosol are mostly found at low altitudes. For majority of the cases the backscatter intensity and depolarization ratio won’t contribute ambiguity for the 2-classes classification and the backscatter intensity and color ratio won’t contribute ambiguity for the 3-classes classification. We have to jointly looking at how well the classification does according to all the subsections in the sections. Generally speaking, smaller values indicate higher confidence in the results. But once the dimension brings in fuzzy factor (to make the boundary overlap a lot), although the accuracy increases, the classification Wilks’ lambda will decreases. We added more explanation in the paper to clarify this.

Section 4.3: why not just do PCA on the input parameters?

We wanted to see what makes the classification distinct, so we have to use output instead of input to do PCA. We use Wilk’s lambda to do PCA to see how well the classification results are. If we use inputs to do PCA, it may indicate how independent the inputs are which will answers the question on page 9 paragraph 1 from the reviewer. We reorganized the phrase to make it clear.

Figure 13: I’m confused by the distribution here. Are we to understand that aerosols are a class completely (or mostly) surrounded by other classes? Also, why these axis ranges, at least make PCA (2) from -4 to 4 so we can see what is going on.
It doesn’t mean that aerosol is completely surrounded by other classes. It just means aerosols are completely separated classes, as you can see the more condensed samples (darker colors, or centers in red crosses) of each class are distinct from each other. For example, thin clouds and dense aerosols are more similar to each other, so the aerosol cluster will have overlapped zone with clouds but the overlapped samples are less (lighter colors). We added more details about the colorbar in the paper to explain this. To let reviewer to clearly see the relationship between PCA2 and PCA1, we have reoriented the axis. This is because PCA1 contribution to the classification is more significant compared to PCA2 so that C1-C2 line is approximately in diagonal when PCA1 and PCA2 contribution is equal. We added more details in the paper.

Page 30, line 11: so, you’re using one second of observations for the error propagation? I understand the computational limitations but this seems exceedingly limited.

Yes, the original text was not clear on that point. What we claimed was that “the observations from 6 September 2008 at ~01:35:29 UTC are used”, and certainly that implies that we used only one second of data. What we used, however, was a full granule of data. Our revised sentence now says “the observations from a nighttime granule acquired 6 September 2008 beginning at ~01:35:29 UTC are used”

Section 4.4 Aren’t your dimensions correlated to some extent, such that you should expect uncertainties to be related (correlated) as well?

Yes, the inputs are correlated, so the covariance terms in the uncertainties could either magnify or mask our current uncertainty estimates. The paper is not designed to check those.

Equation 19: What kind of norm?

Equation 19 is the L1 norm. We now say so explicitly in the revised manuscript.

Figure 14: why not do this with actual CALIOP uncertainties, since these have been assessed? Also, why not use all three uncertainties simultaneously, like the real world?

Figure 14 used the actual CALIOP uncertainties for each CALIOP observations. We also added, as the reviewer suggested, the results from the combination of the three uncertainties occurring simultaneously, as would be seen in real world.

Figure 15: why is the 2-class case the only one investigated this way?

Because the paper mainly discusses the CAD, which is a two class partitioning of the identified layers.

Page 33, like 28: “While the two algorithms use largely identical inputs...” I heartily disagree with this statement. CAD uses altitude and latitude, which your analysis has shown to be important (even if you don’t emphasize as much as I would like).

The revised text now says “While the two algorithms both rely on the same underlying lidar measurements...”, which is entirely accurate.
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