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We thank the reviewer for their positive comments. The individual corrections suggested are addressed below. The reviewer’s comments will be shown in red, our response in blue, and changes made to the paper are shown in black block quotes. Unless otherwise indicated, page and line numbers correspond to the original paper. Figures, tables, or equations referenced as “Rn” are numbered within this response; if these are used in the changes to the paper, they will be replaced with the proper number in the final paper. Figures, tables, and equations numbered normally refer to the numbers in the original discussion paper.

1) I think adding a reference to Travis et al., ACP, 2016 (https://www.atmos-chem-phys.net/16/13561/2016/) somewhere in the introduction is important. That paper also called specific attention to the importance of upper troposphere NO$_2$ from lightning, noting that, if ignored, it can lead to underestimates of the air mass factor particularly over the Southeast US. This seems relevant to the manuscript here, and the present authors are listed as co-authors.

We have added a reference to Travis et al. (2016) on p. 2, l. 26.

2) In Section 2.2, could the authors include a statement about the vertical resolution with which WRF was run?

We have added:

“across a domain that covers the same region as the DC3 campaign at 12 km model resolution with 29 vertical levels.”

3) In Section 2.5.1, the authors note they have used slant column densities from the NASA Standard Product version 2 (SP v2). Krotkov et al. (2017) recently published documentation for the latest NASA release (SP v3), which includes a new spectral fitting algorithm, and higher resolution profiles. Of course, I dont anticipate the major conclusions of this paper to change. But could the authors include a short statement/argument to reassure the audience this is expected to be the case?

We have added the following text to the second paragraph in Sect. 2.5.1:

“Version 3 of the NASA Standard Product was released in 2016, and includes new spectral fitting and tropospheric AMF calculations. The change from SP v2
to v3 does not affect any of the AMF calculations in this work. Krotkov et al. (2017) indicates that the tropospheric VCDs over unpolluted areas are similar between SP v2 and v3, therefore, when effects on retrieved VCDs are considered here, we expect our conclusions to be unaltered when BEHR is updated to use SP v3 data.”

4) Also in Section 2.5.1, the authors note the use of TOMRAD look-up tables for the pressure-dependent scattering weights. Can anyone access this look-up table data, or is this provided by request from Bucsela et al. specifically for the BEHR retrieval? If the former, could the authors include the location of where this open data could be accessed by others for their own work?

We have added the LUT to the analysis code repository, and mentioned this in the Code and Data Availability section.

5) I am curious whether the default BEHR NO2 retrieval, which uses WRF-Chem model profiles, currently accounts for lightning. I understand this is not directly relevant to the present study (since new a-priori profiles are tested in this case), but it might be useful to point out to the readers, given the authors acknowledge that WRF-Chem is often run by default without lightning NO2.

The current BEHR profiles do not include lightning NO2, which was part of the motivation for this study. We have added the following sentence to the first section of the discussion:

“These new a priori profiles will correct the absence of modeled lightning NO2 in the v2.1C a priori profiles.”
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We thank the reviewer for their detailed reading of the paper. Below, we address each concern individually. The reviewer’s comments will be shown in red, our response in blue, and changes made to the paper are shown in black block quotes. Unless otherwise indicated, page and line numbers correspond to the original paper. Figures, tables, or equations referenced as “Rnn” are numbered within this response; if these are used in the changes to the paper, they will be replaced with the proper number in the final paper. Figures, tables, and equations numbered normally refer to the numbers in the original discussion paper.

I feel that this is a lengthy paper based on very limited research. Large part of the discussion on scattering weights may be a self-educating piece for the authors. The discussion section (Section 4) is either inconclusive or conclusions drawn based on limited research. Due to several major concerns I do not think this paper, in the current form, would add any significant insights to the AMT readership.

We respectfully disagree with the reviewer’s conclusion that this paper does not add significant insights to the AMT readership. While the conclusion that the presence or absence of lightning NO\textsubscript{x} in the a priori profiles significantly affects the tropospheric AMFs may not be a surprising result, we know of no other work that has explicitly demonstrated this effect, especially in retrievals using high spatial resolution chemical transport models. Goldberg et al. (2017) considered lightning as a possible cause for the difference between GMI and CMAQ UT NO\textsubscript{2} profiles, but did not explicitly demonstrate the effect of varying lightning NO\textsubscript{x} emissions in the CTM.

We believe that the detailed discussion of the scattering weights helps the reader understand the changes to the AMFs under different conditions shown in Fig. 2.

For the discussion, we recognize that ending the first two subsections with caveats may take away from the stronger conclusion presented in the first paragraph of each subsection. We have reordered these two subsections to place the stronger conclusion at the end of each section.

1) Lightning NOx emissions vary strongly both spatially and seasonally. Therefore, retrievals are affected differently for various seasons. Conclusions drawn from ~ 1 month in late-spring/early-summer will most likely be incomplete and misleading. I strongly recommend expanding this analysis over the continental US (analyzing urban vs. rural, east vs.
west, north vs. south, etc.) for all months. It would be more instructive if this could be discussed in global context.

We appreciate the reviewer’s interest in understanding the effects on lightning NO$_2$ in broader regions and time periods. Our goal at this time was to first verify that, at a time and place where lightning activity is expected, that the impact on high-resolution a priori profiles is significant and to identify a model configuration that produces a good representation of lightning NO$_2$ in the a priori profiles. For that reason, we chose to focus on a spatial domain and time period where in situ observations were available in the form of the DC3 campaign. We intend to apply the lessons learned here to the next generation of the BEHR retrieval.

To avoid giving the impression that quantitative results apply without exception to other time periods, we have made the following changes. In the abstract:

“...Focusing on late spring and early summer in the central and eastern United States, we find that a simulation without lightning...”

In the first section of the discussion:

“...the presence or absence of lightning NO$_2$ in the a priori profiles has a large effect on the retrieval AMFs in clear-sky conditions which are used to obtain information about boundary layer NO$_x$ (e.g. Lamsal et al., 2010; Beirle et al., 2011; Valin et al., 2013; Lamsal et al., 2015; Lu et al., 2015; Liu et al., 2016, 2017). Since many of these studies focus on summer months when thunderstorms are common over the US (Barth et al., 2015), the inclusion of lightning NO$_2$ in the a priori profiles is necessary to accurately constrain the emissions. Lightning is less frequent in wintertime, but the southeast US does experience winter lightning (Orville et al., 2001; Hunter et al., 2001). Therefore, wintertime retrievals will likely see significantly less but nonzero impact from the inclusion of lightning NO$_2$ in the a priori profiles. Future work will verify this as new a priori profiles are planned for inclusion in the next generation of the BEHR retrieval.”

In the conclusion:

“...we find that the effect on the AMF is very regionally dependent. For summertime retrievals, changing from profiles using 0 mol NO flash$^{-1}$ to 500 mol NO flash$^{-1}$ shows the largest increase in the AMF...”

Regarding global context, recent work (e.g. Cooper et al., 2014; Nault et al., 2017) suggests that regionally-specific lightning parameterizations are necessary to accurately capture the behavior of lightning around the world. We hope that our work helps other groups developing high resolution retrievals understand the magnitude of the sensitivity of NO$_2$ retrievals to lightning NO$_2$ and presents an approach to quantify the uncertainty due to the model’s lightning parameterization as in situ observations to compare against become available in other regions.
2) Model vs measurements discrepancies for the upper tropospheric NO2 are bundled solely to lightning NOx emissions and therefore are attempted to address by using a fixed NO mol/flash. There are wide varieties of estimates in the literature, going as low as a factor of 5 lower than the estimate used in this paper. I think, the authors should perform similar analysis with additional simulations for confidence in the presented results.

From Table 2, we can see that the AMFs calculated using the free tropospheric hybrid profiles from the 500 and 665 unnudged mol flash\(^{-1}\) simulations bracket the AMF calculated from the average DC3 profile, while the simulation with 0 mol flash\(^{-1}\) yields an AMF 35% low. Since the increase in AMF with lightning emissions is approximately linear, this suggests that lower mol flash\(^{-1}\) values will underestimate the AMF compared to the DC3 profile; e.g. a simulation using 250 mol flash\(^{-1}\) would likely produce an AMF \(\approx 1.3\).

This is further borne out by the profiles in Fig. 5, where it is apparent that increasing the lightning emissions from 0 to 500 to 665 mol flash\(^{-1}\) scales the entire profile above \(\sim 800\) hPa. Profiles with fewer mol flash\(^{-1}\) will have a shape in between the 0 and 500 mol flash\(^{-1}\) profiles. Since reducing the UT component of the profile reduces the AMF, these simulations will produce worse agreement with the DC3-derived AMF.

Finally, the 500 mol flash\(^{-1}\) nudged run with the base flash rate (approximately half that of the unnudged run, Fig. S3) also demonstrates that lower lightning emissions produces a worse agreement with the DC3-derived AMF, since in the fixed mol flash\(^{-1}\) approximation, halving the flash rate is equivalent to halving the mol flash\(^{-1}\). Table 2 clearly shows that this run yields an AMF of 1.29, as expected for halving the lightning NO\(_2\). Therefore, we do not believe that adding additional runs with lower mol flash\(^{-1}\) values would add value to this work.

I am also concerned by the incomprehensive nature of this analysis. The BEHR algorithm is based on several inputs from the operational OMNO2 products, for instance the use of stratospheric NO2 estimates from OMNO2 for calculating tropospheric slant column amount. Modulation of upper tropospheric NO2 should lead to different estimates for stratospheric NO2. Could you do your own stratosphere-troposphere separation and quantify the effect on both stratospheric and tropospheric NO2 estimates?

While we agree that evaluating the impact of using a high spatial resolution model in the stratospheric separation could be interesting, we do not expect the impact to be significant. In Bucsela et al. (2013) (Fig. 2d), most of the continental US (including the southeast where our analysis sees the largest effect of lightning NO\(_2\)) is already masked during the initial stratospheric separation, since the a priori tropospheric column exceeds the threshold for tropospheric contamination, even at the \(2^\circ \times 2.5^\circ\) resolution of the model used. As a quick test, we plotted where our WRF-Chem a priori would exceed the \(3 \times 10^{14}\) molec. cm\(^{-2}\) threshold for tropospheric contamination from Bucsela et al. (2013) (Fig. R1. The pattern is broadly similar to the masked area in Fig. 2d of Bucsela et al. (2013).
Figure R1: Binary map of the average WRF-Chem tropospheric columns between 1700 and 2200 UTC; red indicates columns greater than the $3 \times 10^{14}$ molec. cm$^{-2}$ threshold for tropospheric contamination from Bucsela et al. (2013).

**Minor comments**

Page 2, lines 27-33: Wouldn’t the lifetime of NOx vary with altitude? Suggesting the upper tropospheric NOx lifetime $< 4$ days might be misleading.

Estimates of NO$_x$ lifetime in the outflow of convection have typically assumed that NO$_x$ lifetime was controlled by dilution and nitric acid formation, giving a lifetime of 2–8 days (Schumann and Huntrieser, 2007). However, more recent work from the DC3 campaign has identified that peroxy radicals formed by reactions of organic precursors lofted from the boundary layer by deep convection lead to rapid formation of alkyl-, peroxy-, and multifunctional- nitrate species in the near field of thunderstorms, indicating that UT NO$_x$ lifetime in the outflow of thunderstorms is shorter than previously assumed (Nault et al., 2016, 2017).

We have added text acknowledging the previous assumption of longer lifetime and explaining in more detail the reason for the shorter lifetime proposed:

“In the upper troposphere, NO$_x$ lifetime has previously been assumed to be long (2–8 days Schumann and Huntrieser, 2007). Recently, work from the Deep Convective Clouds and Chemistry (DC3) campaign showed that the lifetime of NO$_x$ is short near thunderstorms due to active alkyl-, peroxy-, and multifunctional-nitrate chemistry with peroxy radicals formed in the near field from organic precursors lofted from the boundary layer ($\sim 3$ h Nault et al., 2016), but longer (12–48 h Nault et al., 2016) away from thunderstorms once these radical species are consumed and other controlling factors take over (Bertram et al., 2007; Apel et al., 2012). In either case, lightning NO$_x$ can affect upper tropospheric NO$_x$ concentrations distant from active storms...”

Page 4, line 17, Section 2.3: What is the altitude range of DC3 measurements? Discuss
how you treat simulated profile beyond the range of DC3 measurements.

DC3 measurements cover the range 980 to 178 hPa. We added the following to Section 2.3:

“Matching the vertical position in this way inherently restricts the model data to the vertical range of the observations.”

And to section 2.5.2:

“When using the DC3-WRF matched profiles (Sect. 2.3), the two greatest surface pressures (1013 and 989) will have essentially no difference, as the matched profiles only extend down to 990 hPa.”

Page 5, line 19: How was the estimate of ghost column made? Does this mean, you add a-priori-derived NO2 columns below the cloud to the retrieved tropospheric columns? How does this approach compare with the operational (DOMINO, OMNO2) procedures?

We have added the following text at p. 5, l. 19:

“The ghost column was estimated by using as the AMF the ratio of the visible modeled slant column (derived from the a priori NO2 profile, scattering weights, and radiance cloud fraction) to the total modeled tropospheric vertical column. Thus, dividing the observed slant column by this AMF produced a total tropospheric vertical column via a multiplicative correction. This approach is identical to that described in Boersma et al. (2002).”

As mentioned at the end of the above quote, this approach is that described in the OMNO2 Theoretical Basis Document (Boersma et al., 2002). This is indeed the method used in the NASA Standard Product (E. Bucsela, private communication).

Page 5, line 24: What is the logic behind using the fixed tropopause pressure at 200 hPa? Does that mean the BEHR NO2 columns represent columns below 200 hPa? How do you deal with possible errors from using OMNO2-based stratospheric NO2 columns that is likely based on (variable) meteorology-based tropopause pressures?

The 200 hPa upper limit is retained from the original NASA SP v1 approach, where the troposphere profiles end a 200 mbar (Bucsela et al., 2006). Bucsela et al. (2013) indicates that different definitions of the tropopause are expected to have little effect on the retrieval. In any case, since the results presented here focus on differences among AMFs all calculated with 200 hPa as the upper integration limit, much of the effect of the tropopause definition will be canceled out by the difference, since its effects are likely systematic over the time period studied.

Page 6, Eqn 4: Here and everywhere else in the text. This should be tropospheric AMF, not total AMF. Correct or clarify this.

Clarified in text, in Eq. 4 and 5 changed to AMF$_{\text{trop}}$.

Page 6, line 16: Use of black-sky albedo instead of Lambert-Equivalent Reflectivity (LER) should be a large source of errors. Please comment on this based on some recent publications (e.g. Lin et al., 2015; Vasilkov et al., 2017).
Figure R2: LER surface reflectance calculating using the SCIATRAN model and the method of Vasilkov et al. (2017) with the MODIS MCD43C1 BRDF product compared against surface reflectance calculated directly from the MODIS MCD43C1 BRDF coefficients and the kernels described in Stahler et al. (1999) for 1 day per month for a year for 85 sites across the continental US. The black dashed line is a reduced major axis regression; the fit indicates only a ~ 3% difference on average.

The differences found in Lin et al. (2015) and Vasilkov et al. (2017) aren’t solely due to the difference between an LER and black-sky albedo; both investigated the difference between a climatological surface reflectance with no directional dependence (e.g. OMLER) and a higher spatial resolution, temporally varying BRDF product that does account for the directional dependence of surface reflectivity.

In response to studies such as Vasilkov et al. (2017), we are already working on switching from a black-sky albedo product to the MODIS BRDF product in the next version of the BEHR retrieval. We examined whether calculating an LER was necessary or if using the surface reflectance computed from the MODIS BRDF parameters was sufficient by computing both for one day from each month for 85 sites across the US, spanning urban, power plant, and rural location. Using the method from Vasilkov et al. (2017), we see only a 3% difference using the LER on average (Fig. R2). While the reviewer is correct to point out the importance of the surface reflectance product, it is not relevant for this paper, as our goal is to isolate the effect of lightning NO₂ in a retrieval with high spatial resolution a priori NO₂ profiles.

Page 6, line 18-20: Will this approach capture the seasonal variation of surface pressure? How big is its effect on AMF?

From a WRF-Chem simulation of 2012, the average difference in meteorological surface pressure between June and January does not exceed 15 hPa (1.5% of 1013 hPa). From the AMF sensitivity test of the average WRF 500 mol flash⁻¹ (unnudged) profile, by randomly sampling the effect of a 15 hPa change in surface pressure at 10,000 points, we find that is
Figure R3: Average difference in surface pressure for all WRF model grid cells between Jan and June 2012.

Figure R4: Domain-wide mean WRF-Chem NO₂ profiles. (a) profiles in mixing ratios; (b) profiles in shape factor as defined in Palmer et al. (2001), i.e. number density divided by VCD.

produces only a ~ 2% average difference in AMF.

Page 6, line 22: OMI cloud fraction…. Is this ”effective” or ”radiative” cloud fraction? This is the geometric, a.k.a. effective cloud fraction. Corrected.

Page 6-7, Section 2.5.2: Related to Surface pressure (cloudy). I cannot understand the logic of having different surface pressures for clear and cloudy pixels? Should not this be cloud pressure instead?

In the calculation of cloudy pixel scattering weights, the cloud pressure is treated as the surface pressure. We have edited this section to make this clearer.

Page 8, Figure 1: Please, also include profile shapes which might be more relevant for AMF.

Added (see Fig. R4)
Page 9, lines: 1:3: This discussion is confusing. Should not the effect be based on the altitude of lightning generated NOx?

This discussion is focused on the effect of lesser (higher altitude) surface pressure among the three profiles presented in Fig. 1. Among those three profiles, the altitude of the emitted lightning NO₂ does not change; only the amount of lightning NO₂ varies. In general, yes, the altitude of lightning emission will change the specific behavior, but in the specific simulations being discussed here, the lightning emissions significantly affect the profile above ~ 860 hPa.

Page 10, line 2: In obscure the surface NO₂... dont you mean below cloud?

No; a cloud will always, by definition, obscure the below cloud NO₂, our point is that clouds are almost always high enough to hide the part of the NO₂ profile influenced by surface emissions, and so under cloudy conditions, the entire visible part of our modeled profile is influenced by lightning emissions. We have clarified this as:

“...the cloud is at sufficiently high elevation to obscure the part of the NO₂ profile influenced by surface emissions, and therefore restricts...”

Page 16, Section 4.1: What is the message of this section? Why mention nudging at all in the paper if understanding of the 50% decrease in the flash rates by activating FDDA nudging is beyond the scope of the paper?

Laughner et al. (2016) showed that the day-to-day variation in NO₂ profiles driven by changes in wind direction has significant effects on the retrieved NO₂ and especially on top-down emissions constraints using the exponentially modified gaussian method (Beirle et al., 2011; Valin et al., 2013; Lu et al., 2015; Liu et al., 2016, 2017). Consequently, constraining the WRF meteorology using FDDA nudging is an essential part of producing accurate a priori profiles, and our tests showed that including FDDA nudging also affects the lightning flash rates. Therefore, any model optimization intended to produce high resolution a priori NO₂ profiles with lightning emissions should be done with FDDA nudging (or its equivalent in other models) enabled. The discussion with respect to Wong et al. (2013) points out that we do not know that the lower flash rate produced by FDDA nudging is wrong, just that the resultant NO₂ profile has poorer agreement than one produced with greater flash rates. We have added the following text to clarify this:

“A full analysis of the reason that activating FDDA nudging causes the flash rates to decrease by 50% in our case is beyond the scope of this paper. Empirically, we see that the NO₂ profile generated by the FDDA run with 1x the base flash rate has less UT NO₂ than was observed during DC3 (Fig. 5). Therefore, we cannot say whether this discrepancy in the profile is due to the reduced number of flashes or a too-low average number of moles of NO emitted per flash. Our correction of doubling the nudged flash rate to improve agreement between the modeled and observed profiles was the most straightforward based on the differences between the nudged and unnudged runs.”

Page 16, line 22: In less UT NO₂ that => less UT NO₂ than
Page 16, Section 4.2: To estimate uncertainty in cloud slicing, Choi et al. 2014 might have conducted more comprehensive analysis, considering errors in cloud and other parameters. We have added text acknowledging this possibility:

“Since Choi et al. (2014) used a typical C-shaped NO$_2$ profile that included lightning NO$_2$ (e.g. Pickering et al., 1998), based on our results, we expect that any uncertainty should be closer to the difference we observed between the 500 and 665 mol flash$^{-1}$ profiles, $\leq$ 1%, although we note that the analysis in Choi et al. (2014) may include additional sources of uncertainty not captured by our work.”
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Abstract. Space-borne measurements of tropospheric nitrogen dioxide (NO₂) columns are up to 10x more sensitive to upper tropospheric NO₂ than near-surface NO₂ over low reflectivity surfaces. Here, we quantify the effect of adding simulated lightning NO₂ to the a priori profiles for NO₂ observations from the Ozone Monitoring Instrument using modeled NO₂ profiles from the Weather Research and Forecasting—Chemistry (WRF-Chem) model. With observed NO₂ profiles from the Deep Convective Clouds and Chemistry (DC3) aircraft campaign as observational truth, we quantify the bias in the NO₂ column that occurs when lightning NO₂ is not accounted for in the a priori profiles. Focusing on late spring and early summer in the central and eastern United States, we find that a simulation without lightning NO₂ underestimates the air mass factor (AMF) by 26±25% on average for common summer OMI viewing geometry, and 35% for viewing geometries that will be encountered by geostationary satellites. Using a simulation with 500 to 665 mol NO flash⁻¹ produces good agreement with observed NO₂ profiles and reduces the bias in the AMF to < ±4% for OMI viewing geometries. The bias is regionally dependent, with the strongest effects in the southeast United States (up to 80%) and negligible effects in the central US. We also find that constraining WRF meteorology to a reanalysis dataset reduces lightning flash counts by a factor of 2 compared to an unconstrained run, most likely due to changes in the simulated water vapor profile.

1 Introduction

NOₓ (≡ NO + NO₂) is a short-lived (typical summer lifetime 2–7 h) trace gas in the atmosphere. NOₓ is emitted by both anthropogenic and natural processes; the former is primarily due to combustion, while the latter includes biomass burning, soil bacteria nitrification or denitrification, and lightning. NOₓ regulates ozone production throughout the troposphere; therefore accurate measurements of NOₓ and understanding of NOₓ chemistry is essential to describe and predict the role of ozone as both an air quality hazard, oxidant, and a greenhouse gas.

Space-borne measurements of NO₂ as an indicator of total NOₓ, such as those from the Global Ozone Monitoring Experiment (GOME and GOME-2), SCanning Imaging Absorption SpectroMeter for Atmospheric CHartographY (SCIAMACHY), and Ozone Monitoring Instrument (OMI) are a valuable tool in understanding NOₓ emissions and chemistry because of their global reach and long data records. Use of these observations includes assessment of NOₓ chemistry (e.g. Beirle et al., 2011; Valin et al., 2013) anthropogenic emissions (e.g. Miyazaki et al., 2012; Russell et al., 2012; Lu et al., 2015; Liu et al., 2016,
and natural emissions (e.g. Martin et al., 2007; Beirle et al., 2011; Hudman et al., 2012; Mebust et al., 2011; Mebust and Cohen, 2013, 2014; Miyazaki et al., 2014; Zörner et al., 2016).

Retrieval of tropospheric NO\textsubscript{2} from a UV-visible satellite spectrometer requires three main steps: fitting the measured absorbance to produce a slant column density (SCD), separation of the stratospheric and tropospheric signals, and conversion of the tropospheric SCD to a vertical column density (Boersma et al., 2011; Bucsela et al., 2013). This final step accounts for the effect of variable path length through the atmosphere, surface elevation and reflectance, and the vertical distribution of NO\textsubscript{2} (Palmer et al., 2001). For observations over low reflectivity surfaces, the sensitivity of the satellite to NO\textsubscript{2} decreases towards the surface, as photons penetrating into the lower atmosphere may scatter into the surface, where most are absorbed; thus, there is a higher probability that a photon that reaches the detector has interacted only with the higher levels of the atmosphere (Hudson et al., 1995; Richter and Wagner, 2011). That is to say, a given number of NO\textsubscript{2} molecules in the upper troposphere produce a greater signal than the same number of NO\textsubscript{2} molecules at the surface would. Thus, a priori knowledge of the vertical profile of NO\textsubscript{2} is necessary to account for this effect in the retrieval.

These vertical profiles are simulated using chemical transport models (CTMs) such as TM4 (used in Boersma et al., 2011), the Global Modeling Initiative CTM (used in Bucsela et al., 2013), or the Weather Research and Forecasting—Chemistry (WRF-Chem, used in Russell et al., 2011). These models must account for atmospheric transport, chemistry, emissions, and deposition to accurately simulate the required NO\textsubscript{2} profiles. Most emission of NO\textsubscript{2} occurs at or very near the surface. There are comparatively weaker sources of NO\textsubscript{2} in the upper troposphere, limited to transport from the surface, aircraft, stratospheric mixing, and lightning (Jaeglé et al., 1998).

Simulation of lightning NO\textsubscript{x} emission in these models is typically done by assuming each flash emits a set number of molecules of NO. The number and location of lightning flashes is often parameterized using the method of Price and Rind (1992), which relates lightning flash rates to cloud top heights, which in turn are calculated from the model’s meteorology. In CTMs focused on simulating surface chemistry to understand or predict air quality, such as WRF-Chem or the Community Multi-scale Air Quality (CMAQ) model, including NO\textsubscript{x} produced by lightning may be disabled by default or require the user to prepare additional input files. As these models are often used to simulate high resolution a priori profiles (e.g. Russell et al., 2011, 2012; Kuhlmann et al., 2015; Laughner et al., 2016; Goldberg et al., 2017), the absence of lightning NO\textsubscript{x} from the a priori profiles may contribute to a significant bias in the interpretation of the measurements (e.g. Travis et al., 2016).

In the upper troposphere, the NO\textsubscript{x} lifetime has previously been assumed to be long (2–8 days, Schumann and Huntrieser, 2007). Recently, work from the Deep Convective Clouds and Chemistry (DC3) campaign showed that the lifetime of NO\textsubscript{x} is short near thunderstorms (~3 h Nault et al., 2016), but longer (12–48 h) due to active alkyl-, peroxy-, and multifunctional- nitrate chemistry with peroxy radicals formed in the near field from organic precursors lofted from the boundary layer (~3 h, Nault et al., 2016), but longer (12–48 h, Nault et al., 2016) away from thunderstorms (Bertram et al., 2007; Apel et al., 2012). As a result, these radical species are consumed and other controlling factors take over (Bertram et al., 2007; Apel et al., 2012). In either case, lightning NO\textsubscript{x} can affect upper tropospheric NO\textsubscript{x} concentrations distant from active storms; thus, simulated lightning NO\textsubscript{x} will have wide-reaching and persistent effects on a priori NO\textsubscript{2} profiles throughout a model domain. Previous work by, e.g. Beirle et al. (2009) and Pickering et al. (2016), has provided careful analysis of the effect of lightning on AMFs in the
near field of a thunderstorm, with the goal of improving direct satellite measurements of the mean production of NO per flash.

Goldberg et al. (2017) compared high resolution NO\textsubscript{2} profiles from the Community Multiscale Air Quality (CMAQ) model with those from a lower resolution Global Modeling Initiative (GMI) model and found that the CMAQ profiles had less upper troposphere (UT) NO\textsubscript{2} than the GMI profiles, despite greater lightning emissions in CMAQ. Our goal here is to consider the broader impact of modeled lightning NO\textsubscript{x} on satellite retrievals on the full domain both near and far from the lightning event.

In this work, we evaluate the impact of modeled lightning NO\textsubscript{x} on NO\textsubscript{2} a priori profiles simulated with the WRF-Chem chemical transport model for a domain covering the central and eastern US. We first consider the problem in a general sense, with a sensitivity test using three profiles simulated with different amounts of lightning NO\textsubscript{x}. We then compare modeled profiles to observations from the Deep Convective Clouds and Chemistry (DC3) campaign to determine the accuracy of AMFs derived using the simulated profiles, and finally implement these profiles in an NO\textsubscript{2} retrieval to demonstrate the spatial pattern and significance of this effect in a real application.

2 Methods

2.1 The Deep Convective Clouds and Chemistry Campaign

The Deep Convection Clouds and Chemistry (DC3) Campaign is an aircraft measurement campaign that took place between 15 May and 22 June 2012 throughout the central and southeastern US (Barth et al., 2015). The NASA DC-8 aircraft sampled outflow from convective systems, studying direct and aged lightning NO\textsubscript{x} emissions. We use NO\textsubscript{2} measurements made by laser induced fluorescence at 1 second resolution in this study (Thornton et al., 2000; Nault et al., 2015).

2.2 Weather Research and Forecasting—Chemistry Model

We use the Weather Research and Forecasting—Chemistry (WRF-Chem) model v. 3.5.1 (Grell et al., 2005) to simulate NO\textsubscript{2} profiles across a domain that covers the same region as the DC3 campaign at 12 km model resolution with 29 vertical levels. Meteorological initial and boundary conditions are driven by the North American Regional Reanalysis (NARR) dataset. Chemical initial and boundary conditions are driven by output from the Model for Ozone and Related chemical Tracers (MOZART; Emmons et al., 2010) provided by the National Center for Atmospheric Research. Anthropogenic emissions are driven by the National Emissions Inventory 2011 (NEI 11); each emitted species is scaled domain-wide by the ratio of its total annual 2012 to 2011 emissions provided by the Environmental Protection Agency (EPA, 2016), e.g. 2012 NO\textsubscript{x} emissions are given at 13.657 million tons, 94\% of the 2011 value of 14.519 million tons; the gridded 2011 NO emissions are multiplied by 0.94 to obtain 2012 emissions. Biogenic emissions are driven by the Model of Emissions of Gases and Aerosol from Nature (MEGAN; Guenther et al., 2006). The chemical mechanism is a customized version of The Regional Atmospheric Chemistry Model, version 2 (RACM2; Goliff et al., 2013) that includes updates to alkyl nitrate chemistry from Browne et al. (2014) and Schwantes et al. (2015), as well as formation, dissociation and photolysis of methylperoxy nitrate (Browne et al., 2011, see
Instantaneous values of the model output are sampled every half hour.

WRF can be run such that the meteorology within the domain is driven by the model physics chosen, constrained by reanalysis meteorology data only through the initial and boundary conditions. Alternatively, four dimensional data analysis (FDDA) nudging (Liu et al., 2006) can be used to nudge the model meteorology towards a reanalysis meteorology product throughout the domain. We use this capability in two WRF-Chem simulations, nudging towards the NARR meteorology. In all other simulations, the meteorology evolves according to the model physics.

Lightning NO\textsubscript{x} emissions are calculated by the standard modules in WRF-Chem 3.5.1, with a slight modification to the assumed emission profile (described below). The flash rates (number of lightning flashes per unit time) are determined by the Price and Rind level of neutral buoyancy parameterization (Price and Rind, 1992), which depends on cloud top height, calculated using the Grell 3D cumulus physics (Grell, 1993; Grell and Dévényi, 2002) with Lin microphysics (Lin et al., 1983). This number of flashes calculated may be scaled by a constant factor, we use this functionality for one run in Sect. 3.2, otherwise the scaling factor is 1. The intra-cloud/cloud-to-ground ratio is prescribed using the Boccippio et al. (2001) climatology; both intra-cloud and cloud-to-ground flashes are specified to generate the same number of mol NO per flash (Cooray et al., 2009; Ott et al., 2010), which for this study is 0, 500, or 665 mol flash\textsuperscript{-1}. These values are chosen to represent no lightning, the standard midlatitude assumption (500 mol flash\textsuperscript{-1} Hudman et al., 2007), and the recently proposed 33% increase in lightning NO\textsubscript{x} emissions of Nault et al. (2017) (665 mol flash\textsuperscript{-1}).

The vertical distribution of NO emissions is driven by a modified version of the profiles from Ott et al. (2010). Several recent studies (Allen et al., 2012; Seltzer et al., 2015) suggest that the standard Ott profiles place too much NO\textsubscript{x} in the mid-troposphere. Ott et al. (2010) calculated these profiles using a polynomial fit to profiles of the post-convection vertical distribution of lightning NO\textsubscript{x} simulated by a cloud resolving model. The midlatitude profile generated by the cloud resolving model has a bimodal distribution not captured by the polynomial fit; therefore we replace the standard (polynomial fit) Ott et al. (2010) midlatitude profile in WRF-Chem with the bimodal profile.

2.3 Matching aircraft and model data

We match WRF-Chem data to DC3 observations to evaluate the accuracy of the chosen lightning parameterization. Each 1 second DC3 NO\textsubscript{2} observation is paired with the corresponding WRF-Chem data point. Data points are matched in time by finding the WRF-Chem output file (available every half-hour) nearest in time to a given DC3 observation.

Horizontally, a WRF-Chem data point is said to match with a DC3 observation if the latitude and longitude of the DC3 observation lie within the box defined by the midpoints of the WRF-Chem grid cell edges. These midpoints are computed as the average of the relevant corner coordinates (e.g. the western edge point is the average of the northwestern and southwestern corners); the corner coordinates are calculated by assuming that corners not on the edge of the domain are the average of the four surrounding centers. Corners on the domain edge are calculated by extrapolating from the internal corners.

Vertically, we find the matching WRF-Chem data point from the column of such points identified by the previous two steps by finding the WRF-Chem grid point with the smallest difference in pressure compared to the DC3 observation. The result is
two vectors of NO₂ concentrations (DC3 and WRF-Chem) that are the same length; WRF-Chem data points that correspond
to multiple DC3 observations are repeated, thus inherently giving them more weight and reflecting the sampling of the aircraft.  

Matching the vertical position in this way inherently restricts the model data to the vertical range of the observations.

5 2.4 The Ozone Monitoring Instrument

The Ozone Monitoring Instrument is a polar-orbiting, nadir-viewing UV-visible spectrometer on board the Aura satellite, 
launched in 2004. It has a nadir pixel size of 13 × 24 km². The primary detector is a 2D CCD array that observes a swath width 
of 2600 km and a spectral range of 270–500 nm (Leveilt et al., 2006). It provides daily global observation for the first three 
years of operation; after 2007 several detector rows developed anomalous radiances (termed the “row anomaly”, http://projects. 
knni.nl/omi/research/product/rowanomaly-background.php) that have expanded over time; from July 2011 on, this affects 
approximately one-third of the pixels. There are two publicly available global products of NO₂ column densities, the KNMI 
DOMINO product (Boersma et al., 2011) and the NASA Standard Product v3 (Krotkov et al., 2017), and numerous regional 
products, including OMI-EC (McLinden et al., 2014), Hong Kong OMI NO₂ (Kuhlmann et al., 2015), Peking University OMI 
NO₂ (POMINO Lin et al., 2015), Empa OMI NO₂ (EOMINO, http://temis.empa.ch/index.php), DOMINO2_GC (Vinken 
et al., 2014), and the Berkeley High Resolution OMI NO₂ retrieval (Russell et al., 2011, 2012).

2.5 Berkeley High Resolution OMI NO₂ retrieval

2.5.1 Retrieval product

To demonstrate the impact of modeled lightning NOₓ on retrieved NO₂ column densities, we use v2.1C of the BErkeley 
High Resolution (BEHR) NO₂ retrieval. Details of the algorithm are given in Russell et al. (2011); more recent updates are 
given in the changelog (http://behr.cchem.berkeley.edu/Portals/2/Changelog.txt). This product is available for download at 

Version 2.1C of the BEHR product is based on the NASA Standard Product version 2 (SP v2). It uses the OMI total slant 
column densities (SCDs) from the OMI NO₂ product OMNO2A v1.2.3 (Boersma et al., 2002; Bucsela et al., 2006, 2013), 
as well as the stratospheric separation and destriping from the NASA Standard Product v2 (SP v2). Version 3 of the NASA 
Standard Product was released in 2016, and includes new spectral fitting and tropospheric AMF calculations. The change from 
SP v2 to v3 does not affect any of the AMF calculations in this work. Krotkov et al. (2017) indicates that the tropospheric 
VCDs over unpolluted areas are similar between SP v2 and v3, therefore, when effects on retrieved VCDs are considered here, 
we expect our conclusions to be unaltered when BEHR is updated to use SP v3 data.

The BEHR product recalculate the tropospheric air mass factor (AMF) using the formulation in Palmer et al. (2001). In 
previous versions of BEHR, the tropospheric AMFs and resulting vertical column densities (VCDs) were always “total” 
tropospheric columns, i.e., they included an estimated ghost NO₂ column below clouds. The ghost column was estimated by 
using as the AMF the ratio of the visible modeled slant column (derived from the a priori NO₂ profile, scattering weights, and 
radiance cloud fraction) to the total modeled tropospheric vertical column. Thus, dividing the observed slant column by this
AMF produced a total tropospheric vertical column via a multiplicative correction. This approach is identical to that described in Boersma et al. (2002).

Starting in v2.1C, “visible-only” tropospheric AMFs and VCDs are included (which do not include the below-cloud ghost column), in addition to the “total” tropospheric VCDs. In both cases, separate AMFs for clear and cloudy scenes are calculated using Eq. (1)

$$\text{AMF} = \int_{p_0}^{p_{tp}} w(p) S(p) dp$$

(1)

where $p_0$ is the surface or cloud pressure (for clear and cloudy scenes, respectively), $p_{tp}$ is the tropopause pressure (fixed at 200 hPa), $w(p)$ are the pressure-dependent scattering weights from the TOMRAD look-up table used in the NASA SP v2 (Bucsela et al., 2013), which must be corrected for the temperature dependence of the NO\textsubscript{2} cross section:

$$w(p) = w_0(p) [1 - 0.003(T(p) - 220)]$$

(2)

where $w_0(p)$ is the scattering weight from the look-up table and $T$ is the temperature in Kelvin for a given latitude, longitude, and month; $T$ is taken from the same temperature profiles used in the NASA SP v2 (Bucsela et al., 2013). Recently, an error in the temperature profile lookup for BEHR v2.1C was identified. This caused a $\sim 5\%$ bias in the AMFs, but has been corrected for this study.

Finally, $S(p)$, the shape factor, is computed as:

$$S(p) = \left( \int_{p_s}^{p_{tp}} g(p) dp \right)^{-1} g(p)$$

(3)

where $g(p)$ is the NO\textsubscript{2} vertical profile, and $p_s$ is either the surface or cloud pressure, depending on whether a total (visible + ghost) or visible-only tropospheric VCD is desired. BEHR v2.1C provides both. For clear scenes, $p_s$ is always the surface pressure. For cloudy scenes, $p_s$ is the surface pressure when calculating the total tropospheric VCD and the cloud pressure when calculating the visible-only VCD.

The clear and cloudy AMFs for a given pixel are combined as:

$$\frac{\text{AMF}_{\text{total}}}{\text{AMF}_{\text{trop}}} = (1 - f)\frac{\text{AMF}_{\text{clear}}}{\text{AMF}_{\text{cloudy}}}$$

(4)

where $f$ is the radiance cloud fraction, i.e. the fraction of light from the pixel that is reflected off of clouds. The final VCD is computed as:

$$\text{VCD} = \frac{\text{SCD}}{\frac{\text{AMF}_{\text{total}}}{\text{AMF}_{\text{trop}}}}$$

(5)
where the SCD is the tropospheric slant column density from the NASA SP v2.

The vector of scattering weights, \( w(p) \), chosen from the TOMRAD look-up table depends on five parameters: solar zenith angle (SZA), viewing zenith angle (VZA), relative azimuth angle (RAA), albedo, and surface pressure. The SZA, VZA, and RAA are directly provided or can be calculated from data provided in the NASA SP v2. The surface albedo for a given pixel is calculated by averaging the black sky albedo product MCD43C3 (Schaaf and Wang, 2015) values that fall within the pixel. This product is generated by the Moderate Resolution Imaging Spectroradiometer (MODIS) instruments on board the Aqua and Terra satellites. Clouds are assumed to have an albedo of 0.8 (Stammes et al., 2008). Surface pressures are calculated by averaging elevation data from the Global Land One-km Base Elevation project (Hastings and Dunbar, 1999) that falls within the pixel and assuming a scale height of 7.4 km; cloud pressures are from the OMI \( \text{O}_2-O_2 \) algorithm (Acarreta et al., 2004; Sneep et al., 2008; Bucsela et al., 2013) and are included in the NASA SP v2.

When averaging over time for the results in Sect. 3.3 we only use pixels with the OMI geometric cloud fraction \(< 0.2\), XTrackQualityFlags = 0, and an even integer for VcdQualityFlags. The averages weight each pixel’s contribution by the inverse of the pixel area. Unless otherwise stated, all results in this work use the total tropospheric column.

### 2.5.2 AMF sensitivity tests

To understand the sensitivity of the AMF to the profile shape under different conditions, we carry out sensitivity tests by varying the five input parameters to the TOMRAD look-up table. Table 1 lists the input parameters and the values used for each parameter. For albedo and surface pressure, two sets of values are used; one represents common values seen for clear (unclouded) scenes, the other cloudy scenes. In cloudy scenes, the cloud pressure is used as the surface pressure. The range of values for SZA, VZA, and RAA span the values defined in the TOMRAD look-up table. The range of values for Albedo (clear sky), Surface Pressure (clear sky), and Surface-Cloud Pressure (cloudy) span the average 5th and 95th percentiles of

![Table 1](image-url)
Figure 1. Domain-wide mean WRF-Chem NO\textsubscript{2} profiles. (a) profiles in mixing ratios; (b) profiles in shape factor as defined in Palmer et al. (2001), i.e. number density divided by VCD.

those values observed in seven days of BEHR data (2012-06-01 to 2012-06-07). The limits for Albedo (cloudy) are chosen as 0.8 ± 0.1, i.e. the assumed cloud albedo plus a reasonable range to explore.

Scattering weights are calculated for every combination of clear or cloudy parameters (27000 combinations). We choose the temperature correction (Sect. 2.5.1, Eq. 2) assuming the June temperature profile at 37.5° N, 95° W. Using a single NO\textsubscript{2} profile, an AMF is calculated for every combination of input parameters.

We use three types of NO\textsubscript{2} vertical profiles for the AMF sensitivity tests.

1. One derived from the 1 sec DC3 NO\textsubscript{2} data (Sect. 2.1)

2. One using WRF-Chem output matched to the DC3 flight path (Sect. 2.3)

3. One using WRF-Chem output averaged over the entire domain between 1700 and 2200 UTC (roughly the times during which OMI is over North America)

In all cases the data points (modeled or measured) used to generate the NO\textsubscript{2} profiles are binned by pressure to generate a profile defined at the same pressures (using pressure as a vertical coordinate) as the scattering weights in the look-up table. Each data point is placed in the bin with the scattering weight pressure closest to the pressure of the data point. When using the DC3-WRF matched profiles (Sect. 2.3), the two greatest surface pressures (1013 and 989) will have essentially no difference, as the matched profiles only extend down to 990 hPa.

3 Results

3.1 Parameter sensitivity study using modeled profiles

We begin by demonstrating the sensitivity of the AMF to modeled lightning NO\textsubscript{X} emissions in a general sense. Profiles used in this section are those derived by binning WRF-Chem output from the entire domain for simulations with 0, 500, and 665
Figure 2. Contour plots of the percent change in the AMF when changing from the mean profile without lightning NO\textsubscript{x} to the mean with lightning NO\textsubscript{x} (500 mol flash\textsuperscript{−1}), averaged over the whole WRF-Chem domain. The differences are averaged over all values of RAA. In each plot, two parameters are varied while the other two are held constant. The values of the constant parameters are given above each plot. (a) and (b) use a range of albedos and surface pressure representative of clear pixels; (c) and (d) for cloudy pixels.

Figure 2a shows the percent difference in the AMF when using the profile simulated with 500 mol NO flash\textsuperscript{−1} versus 0 mol NO flash\textsuperscript{−1}. In each plot, two of the look-up table inputs are varied and two are held constant. Each plot represents the change averaged over all values of relative azimuth angle (RAA), since RAA has a small impact on the AMF (Fig. S1).

Under both clear and cloudy conditions, the largest differences in AMF between the two profiles are seen at large SZAs (Fig. 2a and c). This reflects the longer average optical path through the upper troposphere (UT) at larger SZAs, causing greater sensitivity to UT NO\textsubscript{2}. A similar, though smaller, effect is also seen for larger VZAs.

If viewing geometry is held constant and albedo and surface pressure varied, the largest sensitivity of the AMF to simulated lightning NO\textsubscript{x} can be seen at very low albedo and moderate surface pressure (\(\sim 860\) hPa) for clear conditions (Fig 2b). The cause for this is illustrated in Fig. 3; Fig. 3c shows how the scattering weight vectors change with albedo and Fig. 3d shows how they change with surface pressure. Lower albedos yield lower sensitivity to near-surface NO\textsubscript{2} (note that scattering weights are proportional to sensitivity) because a photon that reaches the near-surface NO\textsubscript{2} will likely be absorbed if it scatters into the surface (Höninger et al., 2004). The 500 mol flash\textsuperscript{−1} profile does have more NO\textsubscript{2} in the boundary layer than the no lightning profile, especially below 900 hPa. This partly balances the increase in UT NO\textsubscript{2} from lightning, as there are increases at both
low and high sensitivity altitudes. As surface pressure decreases (i.e. higher in elevation), the altitude of minimum sensitivity moves up. The surface integration limit for Eq. (1) and (3) reduces as well, removing part of the boundary layer profile. Taken together, these changes put more weight on the UT profile and remove the < 900 hPa increase that counteracts part of the change in the UT (thus increasing the impact of lightning NO\textsubscript{x}) until \( \sim 860 \) hPa. At \( \sim 860 \) hPa, most of the boundary layer is no longer included in the AMF calculation. Figure 1 shows that above \( \sim 800 \) hPa, the WRF-Chem profiles start to diverge due to the different amounts of lightning NO\textsubscript{x} in each simulation. Therefore, as surface pressure moves above 850–800 hPa, the sensitivity to lightning NO\textsubscript{x} begins to decrease because the entire extent of the profile that is integrated changes with changes in the simulated lightning NO\textsubscript{x}. Since the profile is normalized to the column amount (Eq. 3), only the relative distribution of NO\textsubscript{2} matters, and the relative distribution changes very little with the magnitude of lightning NO\textsubscript{x} emitted when only considering the part of the profile influenced by lightning NO\textsubscript{x}.

The effect of changing surface pressure in a regular retrieval will likely be different than that described above, because the above analysis assumes that the profile does not change with surface pressure, where in fact it should, since surface-based emissions will move up with the surface. Consequently, the boundary layer maximum would not be cut off in that case. The effect described here is more consistent with the effect of clouds or an aerosol layer that creates an effectively higher altitude surface (due to scattering), or if using coarse enough a priori profiles that the surface pressure of a pixel is significantly different than the surface pressure in the model used to simulate the profile.

Cloudy conditions exhibit less sensitivity than clear conditions to the amount of lightning NO\textsubscript{x} in the modeled profiles due to this shielding effect: in many cases, the cloud is at sufficiently high elevation to obscure the surface part of the NO\textsubscript{2} profile influenced by surface emissions, and therefore restricts the profile to the component influenced by lightning NO\textsubscript{x}. As previously discussed with respect to surface pressure, this means that the relative distribution of NO\textsubscript{2} in the visible component of the profile does not change significantly. This is apparent in Fig. 2, where (c) and (d) show responses roughly \( \frac{1}{4} \) and \( \frac{1}{10} \) times, respectively, compared to (a) and (b).

Cloudy conditions also tend to have more uniform scattering weights (Fig. 4) due in large part to their high albedo. At high albedo, the probability of “losing” photons to absorption at the surface is significantly reduced, so the reduction in sensitivity towards the surface found with low albedos does not occur. At sufficiently high albedos, there is an enhancement in sensitivity near the surface cloud due to the possibility of extended optical paths near the surface from multiple scattering (Richter and Wagner, 2011).

From Fig. 4, it is clear why the impact of lightning NO\textsubscript{x} is small in Fig. 2d. For all but the most extreme sun-satellite geometries, the scattering weights are fairly uniform across all altitudes, thus the impact of changes to the relative distribution of NO\textsubscript{2} within the UT is minimized since a UV/visible satellite instrument is similarly sensitive to NO\textsubscript{2} at any altitude under these conditions. At larger SZAs and VZAs, the cloudy scattering weights do decrease towards the surface-cloud because Rayleigh scattering has a greater effect on the transmitted light along the longer beam paths, scattering photons at higher altitudes and so reducing the fraction of photons observed by the satellite that penetrate to the cloud (Richter and Wagner, 2011). However, the impact is less than in clear conditions. From Fig. 2c, at the largest SZA and VZA simulated, the difference in AMF between the no lightning and 500 mol flash\textsuperscript{-1} profiles is +20–25%—large, but only one-fourth that of clear conditions.
Figure 3. Vectors of scattering weights and their variation with each of the four most important look-up table input parameters. Values are representative of clear-sky conditions. Each scattering weight vector is scaled so that the top most entry is 1. Scattering weights are only shown above the surface pressure.

The difference in the AMF obtained using profiles with 665 and 500 mol NO flash$^{-1}$ follows essentially the same pattern as shown in Figs. 3 and 4, but with $\frac{1}{10}$ to $\frac{1}{5}$ the magnitude (Fig. S2). The only difference in the shape of the contours is that the maximum difference occurs at greater (i.e. lower altitude) surface pressures, because the 665 and 500 mol flash$^{-1}$ profiles are mostly identical in the boundary layer, so the slight countervailing increase in boundary layer NO$_2$ between the 0 and 500 mol flash$^{-1}$ profiles that offset part of the UT increase is not present.

3.2 Comparison with observed profiles

Given the large sensitivity of AMFs to the presence of lightning NO$_x$ in the a priori profiles, it is necessary to use a priori profiles that are consistent with observations. Figure 5 compares the average NO$_2$ profile measured in the DC3 campaign (Sect. 2.1) with WRF-Chem profiles averaged along the DC3 flights (Sect. 2.3) for five simulations. It is immediately apparent that the WRF-Chem simulation with no lightning is missing a significant amount of UT NO$_2$ compared to the observed DC3 profile. Both unnudged WRF-Chem simulations with lightning NO$_x$ enabled do qualitatively capture this UT NO$_2$; however the vertical distribution is biased compared to the DC3 observations with a maximum at 500 hPa not seen in the observed profile and less NO$_2$ between 300–200 hPa than in the observed profile.


Figure 4. As in Fig. 3, but for cloudy conditions. Note that the $x$-axis limits are different from Fig. 3 and each other.

We consider how significant these differences between the simulated and observed profiles are in the context of the AMF calculation. To focus only on the effect of the UT profile, we use hybrid profiles. The hybrid profiles for the unneudged 500 mol flash$^{-1}$ are illustrated in Fig. 5b. The free troposphere hybrid uses the DC3 profile up to 750 hPa and the WRF-Chem profile above that, while the mid-troposphere hybrid only uses the WRF-Chem profile between 750 and 375 hPa. The free tropospheric hybrid profile focuses on the effect of lightning NO$_2$ on the AMF by removing the difference in the boundary layer between the WRF-Chem and DC3 profiles, while the mid-troposphere hybrid similarly focuses on the effect of the local NO$_2$ maximum around 500 hPa that is not present in the DC3 profile.

Table 2 gives the results of AMF sensitivity tests (Sect. 2.5.2) on various hybrid combinations of the profiles in Fig. 5a. We present the average AMF obtained in the sensitivity test using each hybrid profile, and its percent difference relative to the mean AMF obtained using the DC3 profile. Because OMI experiences a more limited range of solar zenith angles during summer over the US ($\sim$30°±6°, on average) than are defined in the TOMRAD look-up table, we also compare a subset of the AMF sensitivity tests with the SZA $<$ 40°.

Comparing the 0 mol flash$^{-1}$ WRF-Chem profiles to the DC3 profile, we see that difference NO$_2$ above 375 hPa has a large impact on the AMF, causing a 26–35% low bias in the AMF, depending on the SZAs considered. Adding lightning NO$_x$ to the WRF-Chem simulation (the 500 and 665 mol flash$^{-1}$ profiles) corrects this bias. Recent work (Nault et al., 2017) suggests that the previous mean value of mol NO flash$^{-1}$ (500 mol flash$^{-1}$) is 33% low; comparing the AMFs obtained from
Figure 5. (a) Comparison of the NO$_2$ profiles obtained from binning all DC3 data and WRF-Chem output along the DC3 flight track (Sect 2.3) to pressure bins centered on the pressure the scattering weights are defined at. (b) The binned DC3 and WRF-Chem (500 mol flash$^{-1}$, no nudging) profiles; green triangles mark pressure levels from each profiles used in the free troposphere hybrid profile, magenta circles mark pressure levels used in the mid-troposphere hybrid profile.
We find that nudged and unnudged temperature profiles only differ by ~1–2 K at each model level on average, and both agree well with DC3 measurements. The water vapor profiles change more significantly, and the profiles resulting from the nudged simulation agree better with those measured during DC3 (Fig. S4). Therefore, we conclude that the changes to the water vapor profiles are responsible for the 2x change in lightning flash rates.

Using the NO$_2$ profiles resulting from the nudged simulation with 500 mol flash$^{-1}$, we see in Fig. 5a that there is significantly less simulated NO$_2$ near 200 hPa than in the unnudged run and the DC3 observations. The AMF sensitivity tests show that this

<table>
<thead>
<tr>
<th>Profile</th>
<th>Avg. AMF</th>
<th>%Δ AMF vs. DC3</th>
<th>Avg. AMF SZA &lt; 40°</th>
<th>%Δ AMF(SZA &lt; 40°) vs. DC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC3</td>
<td>1.56 1.59</td>
<td>−</td>
<td>1.30 1.33</td>
<td>−</td>
</tr>
<tr>
<td>Free Trop. Hybrid-0</td>
<td>1.62 1.04</td>
<td>−34.87−34.42</td>
<td>0.96 0.99</td>
<td>−26.01−25.51</td>
</tr>
<tr>
<td>Mid. Trop. Hybrid-0</td>
<td>1.55 1.58</td>
<td>−0.87−0.80</td>
<td>1.29 1.31</td>
<td>−1.10−1.02</td>
</tr>
<tr>
<td>Free Trop. Hybrid-500</td>
<td>1.51 1.54</td>
<td>−3.40−3.56</td>
<td>1.29 1.31</td>
<td>−0.89−1.07</td>
</tr>
<tr>
<td>Mid. Trop. Hybrid-500</td>
<td>1.60 1.63</td>
<td>2.26 2.12</td>
<td>1.34 1.36</td>
<td>2.86 2.69</td>
</tr>
<tr>
<td>Free Trop. Hybrid-665</td>
<td>1.62 1.64</td>
<td>3.54 3.24</td>
<td>1.36 1.39</td>
<td>4.70 4.37</td>
</tr>
<tr>
<td>Free Trop. Hybrid-500, nudge</td>
<td>1.26 1.29</td>
<td>−19.37−19.18</td>
<td>1.12 1.15</td>
<td>−13.93−13.73</td>
</tr>
<tr>
<td>Mid. Trop. Hybrid-500, nudge</td>
<td>1.56 1.59</td>
<td>−0.08−0.07</td>
<td>1.30 1.33</td>
<td>−0.08−0.07</td>
</tr>
<tr>
<td>Free Trop. Hybrid-500, nudge, 2x flashrate</td>
<td>1.48 1.51</td>
<td>−5.45−5.52</td>
<td>1.26 1.29</td>
<td>−3.05−3.13</td>
</tr>
<tr>
<td>Mid. Trop. Hybrid-500, nudge, 2x flashrate</td>
<td>1.58 1.61</td>
<td>4.18 1.11</td>
<td>1.32 1.34</td>
<td>1.32 1.26</td>
</tr>
</tbody>
</table>

Table 2. Results of the AMF sensitivity tests on the hybrid profiles in Fig. 5.
Figure 6. Average percent difference in AMFs (a,b) and absolute difference in VCDs (c,d) averaged over the time period 18 May–23 June 2012. (a,c) Difference between profiles generated using 500 mol NO flash$^{-1}$ and 0 mol NO flash$^{-1}$; (b,d) Difference between profiles generated using 665 mol NO flash$^{-1}$ and 500 mol NO flash$^{-1}$. Note that in (c) and (d) the color scale is one-fourth that of (a) and (b).

reintroduces a 14–20% low bias compared to the AMF derived from the DC3 profile, a significant increase in the bias compared to the unnudged simulation. Doubling the flash rate largely corrects this bias by increasing the NO$_2$ found in the upper part of the profile (Fig. 5a).

3.3 Effect of varied lightning emissions on BEHR AMFs

To illustrate the impact of missing lightning NO$_x$ on a full retrieval, we use the unnudged WRF-Chem NO$_2$ profiles simulated with 0, 500 and 665 mol NO flash$^{-1}$ as a priori profiles in the BEHR retrieval and examine the change in both AMF and retrieval NO$_2$ vertical column density (VCD) with the change in simulated lightning NO$_x$.

Figure 6 shows the average percent change in AMFs (top) and absolute change in VCDs (bottom) between retrievals using profiles generated using 0 and 500 mol NO flash$^{-1}$ (Fig. 6a, c) and between 500 and 665 mol NO flash$^{-1}$ (Fig. 6b, d). These results were obtained by averaging data from 18 May to 23 June 2012, treating the data as described in Sect. 2.5.1.

Most importantly, we see in Fig. 6a that the change due to the inclusion of lightning NO$_2$ is not constant throughout the domain, but is regionally specific. The SE US sees the greatest change in AMF, as it has very active lightning (Hudman et al., 2007). This leads to changes in the retrieved VCD of 1 to $2 \times 10^{15}$ molec. cm$^{-2}$. 
We consider two uncertainty values to determine if this change is significant. Bucsela et al. (2013) calculated a global mean uncertainty of $1 \times 10^{15}$ molec. cm$^{-2}$ for tropospheric NO$_2$ VCDs. Boersma et al. (2004) calculated a typical uncertainty of 23% in tropospheric AMFs for polluted conditions. Since, on average, $32 \pm 6$ (mean $\pm 1 \sigma$) pixels contribute to each value in our average, the reduced uncertainty is $\sim 0.2 \times 10^{15}$ molec. cm$^{-2}$ and 4%, respectively. The changes we find in the tropospheric VCD due to the inclusion or exclusion of lightning NO$_2$ from the a priori profiles exceed that uncertainty in $\sim 50\%$ of the domain; the changes in the AMF exceed the uncertainty in $\sim 70\%$ of the domain.

The effect on the retrieval from increasing the mol NO flash$^{-1}$ from 500 to 665 is about 5–10x smaller, as seen in Fig. 6b, d. In Fig. 1 and Fig. 5, we saw that the change in the UT profile was smaller when increasing the mol flash$^{-1}$ from 500 to 665 compared to increasing from 0 to 500 as expected. The nonlinear nature of the AMF calculation also contributes to the smaller change in AMFs and VCDs between 500 and 665 mol flash$^{-1}$ profiles; as the contribution of lightning NO$_2$ increases, both the numerator (at the relevant pressure levels) and denominator of Eq. (3) increase. The increasing denominator will cause the same magnitude increase in the numerator to have a smaller effect on the overall AMF.

4 Discussion

Accurately representing lightning NO$_2$ in a priori profiles for retrieval of NO$_2$ from space is vital not only when retrieving lightning events, but any retrieval in a region and time period influenced by lightning. While work from the DC3 campaign has shown that the lifetime of NO$_x$ in the near field of thunderstorms is remarkably short ($\sim 3$ h, Nault et al., 2016) due to active chemistry with peroxy radical species convected from the surface, once those peroxy radicals are depleted, the UT lifetime of in the far-field from thunderstorms is in the range of 0.5 to 1.5 days (Bertram et al., 2007; Fried et al., 2008; Apel et al., 2012; Nault et al., 2016)

As shown in Sect. 3.1, this means that the presence or absence of lightning in the a priori profiles has a large effect on the retrieval AMFs in clear-sky conditions which are used to obtain information about boundary layer (e.g. Lamsal et al., 2010; Beirle et al., 2011).

We note that the WRF-Chem model used here may not be adequately capturing this near-field chemistry as the simulated concentrations of methyl peroxy nitrate (MPN) are significantly lower than those measured by the DC3 campaign, particularly in the range of 300 to 400 hPa. We suspect that modeled concentrations of the methyl peroxy radical precursor are too low, but have not investigated this. However, we do not believe this significantly impacts our conclusions, as when we bin the DC3 MPN data as in Fig. 5, the MPN concentration is $\frac{1}{5}$ to $\frac{1}{10}$ that of NO$_x$, so the effect on the AMF is expected to be less than the effect of increasing the modeled mol NO flash$^{-1}$ from 500 to 665.

4.1 Effect of nudged meteorology on flash counts

Additionally, As discussed in Nault et al. (2017), once those peroxy radicals are depleted, the UT lifetime of NO$_x$ in the far-field from thunderstorms is in the range of 0.5 to 1.5 days (Bertram et al., 2007; Fried et al., 2008; Apel et al., 2012; Nault et al., 2016). As shown in Sect. 3.1, this means that the presence or absence of lightning NO$_2$ in the a priori profiles has a large effect on the retrieval AMFs in clear-sky conditions which are used to obtain information about boundary layer NO$_x$ (e.g. Lamsal et al., 2010; Beirle et al., 2011).
Since many of these studies focus on summer months when thunderstorms are common over the US (Barth et al., 2015), the results from Sect. 3.2 regarding the reduction in number of lightning flashes when using FDDA nudging towards the NARR reanalysis are particularly relevant, as Laughner et al. (2016) showed the importance of using daily, high-spatial resolution inclusion of lightning NO₂ in the a priori profiles to accurately resolve differences in VCDs upwind and downwind of a city, and suggested the use of nudging to reduce the uncertainty due to wind direction, especially. Our results here indicate that (1) missing is necessary to accurately constrain the emissions. Lightning is less frequent in wintertime, but the southeast US does experience winter lightning (Orville et al., 2001; Hunter et al., 2001). Therefore, wintertime retrievals will likely see significantly less but nonzero impact from the inclusion of lightning NO₂ in the a priori profiles will lead to large overestimations of VCDs, which, among other things, would lead to overestimates of emissions based on such a retrieval, and (2) that when using nudging within a WRF-Chem simulation to constrain the meteorology, its effect on lightning flash rates must be checked to ensure it does not inadvertently affect the upper tropospheric. Future work will verify this as new a priori profiles are planned for inclusion in the next generation of the BEHR retrieval. These new a priori profiles will correct the absence of modeled lightning NO₂ profile in the BEHR v2.1C a priori profiles. Nevertheless, although

4.1 Effect of nudged meteorology on flash counts

Although our results showed that the NO₂ profile resulting from the nudged run without doubled flash counts had less UT NO₂ than the average DC3 profile, we cannot conclude that the flash rates calculated with nudged meteorology are underestimated, particularly as Wong et al. (2013) found the opposite result when comparing to the National Lightning Detection Network. A direct comparison with Wong et al. (2013) is complicated by the different choices of model options (such as cumulus physics: Grell 3D in ours vs. Grell-Devenyi in Wong; Lin vs. Thompson microphysics; NARR vs. NCEP Global Forecasting System Final meteorology). A full analysis of the reason that activating FDDA nudging causes the flash rates to decrease by 50% in our case is beyond the scope of this paper. Empirically, we see that the NO₂ profile generated by the FDDA run with 1x the base flash rate has less UT NO₂ than was observed during DC3 (Fig. 5). Therefore, we cannot say whether this discrepancy in the profile is due to the reduced number of flashes or a too-low average number of moles of NO emitted per flash. Our correction of doubling the nudged flash rate to improve agreement between the modeled and observed profiles was the most straightforward based on the differences between the nudged and unnudged runs.

Laughner et al. (2016) showed the importance of using daily, high-spatial resolution a priori profiles to accurately resolve differences in NO₂ VCDs upwind and downwind of a city, and suggested the use of nudging to reduce the uncertainty due to wind direction, especially. Those results also indicated that using daily, high spatial resolution profiles is essential to directly constrain emissions with satellite observations. Our results here indicate that (1) missing lightning NO₂ in the a priori profiles will lead to large overestimations of VCDs, which, among other things, would lead to overestimates of NOₓ emissions based on such a retrieval, and (2) that when using nudging within a WRF-Chem simulation to constrain the meteorology, its effect on lightning flash rates must be checked to ensure it does not inadvertently affect the upper tropospheric NO₂ profile.
4.2 Relevance to cloud slicing

In the context of work using cloud-slicing techniques to derive NO\textsubscript{2} profiles (e.g. Choi et al., 2014), our results suggest that profile shape is a minor contribution to the uncertainty. By using a simulated retrieval with a known NO\textsubscript{2} concentration profile, Choi et al. (2014) estimated 20–30\% uncertainty in the NO\textsubscript{2} concentration derived from their cloud-slicing approach. Our work here shows that, for fully cloudy conditions, the change in the AMF between a no lightning and 500 mol flash\textsuperscript{−1} NO\textsubscript{2} profile is 5\% (Sect. 3.1). Since Choi et al. (2014) used a typical C-shaped NO\textsubscript{2} profile that included lightning NO\textsubscript{x} (e.g. Pickering et al., 1998), based on our results, we expect that any uncertainty should be closer to the difference we observed between the 500 and 665 mol flash\textsuperscript{−1} profiles, 1\%. Although we acknowledge that the analysis in Choi et al. (2014) may include additional sources of uncertainty not captured by our work.

4.3 Relevance to global and geostationary retrievals

To the best of our knowledge, the chemical transport models used to generate the a priori profiles in the NASA Standard Product and KNMI DOMINO product for OMI NO\textsubscript{2} include lightning NO\textsubscript{x} in the simulation. However, for researchers wishing to generate high spatial resolution a priori profiles using models such as WRF-Chem or the Community Multiscale Air Quality (CMAQ) model that have thus far focused on lower troposphere chemistry for air quality implications, it is important to verify whether that model setup includes lightning NO\textsubscript{x}. Retrievals that use a priori profiles without a lightning NO\textsubscript{x} parameterization will suffer from a regionally dependent, systematic positive bias in retrieved VCDs. This is particularly difficult to account for given that the bias is unlikely to be reduced by averaging, nor is it constant enough spatially to be addressed as a coarse, ad hoc correction to the AMF.

The next generation of polar orbiting (TROPOMI) and geostationary (TEMPO, Sentinel-5, GEMS) UV-visible spectrometers will have even greater spatial resolution than OMI. To get the most value out of these high spatial resolution detectors, high spatial and temporal resolution a priori profiles are necessary (e.g. Russell et al., 2011; Laughner et al., 2016; Goldberg et al., 2017). High resolution air quality models, such as WRF-Chem or CMAQ, are one avenue to produce a priori profiles with resolution of 1 to 10 km. Ensuring that lightning NO\textsubscript{x} is adequately parameterized in the models is essential for any retrieval, but especially for geostationary satellites such as TEMPO, which will retrieve NO\textsubscript{2} at larger solar zenith angles than polar orbiting satellites. At such large SZAs, the relative importance of accurate UT NO\textsubscript{2} profiles is even greater than for OMI retrievals.

5 Conclusions

We quantify the impact of lightning NO\textsubscript{2} on a priori profiles used in satellite retrievals of NO\textsubscript{2}. We find that, on average, compared to an average NO\textsubscript{2} profile constructed from measurements taken during the DC3 campaign, excluding lightning NO\textsubscript{2} leads to a −35\% bias in the AMF if all solar zenith angles are considered, and −26\% to −25\% for solar zenith angles relevant to the OMI instrument in the summer. We find that, using the Price and Rind (1992) parameterization in WRF-Chem
with the Grell-3D cumulus model, 500 to 665 mol NO flash\(^{-1}\) yields AMFs within \(\sim 5\%\) of those obtained using the DC3 profile. We also find that, if FDDA nudging is used, flash rates must be multiplied by a factor of 2 to get the same agreement with this model configuration.

Implementing profiles generated with 0, 500, and 665 mol NO flash\(^{-1}\) in the BEHR retrieval, we find that the effect on the AMF is very regionally dependent. Changing for summertime retrievals, changing from profiles using 0 mol NO flash\(^{-1}\) to 500 mol NO flash\(^{-1}\) shows the largest increase in the AMF of \(\sim 80\%\) occurring in the SE US. This results in changes to the VCD of 1 to \(2 \times 10^{15}\) molec. cm\(^{-2}\). The effect is nearly 0 on the west edge of the domain, over the Rocky Mountains. Further increasing the mol NO flash\(^{-1}\) from 500 to 665 only results in a \(\sim 5\%\) change to the AMF.

**Code and data availability.** The AutoWRFChem code used to automate the preparation of meteorological and chemical inputs and execution of WRF-Chem is available at https://github.com/CohenBerkeleyLab/AutoWRFChem-Base (Laughner, 2017b). The versions of WRF-Chem v3.5.1, WPS v3.5.1, NEI conversion utility, MEGAN biogenic model, and MOZBC utility with the modification to handle the R2SMH chemical mechanism and corresponding emissions are available at https://github.com/CohenBerkeleyLab/AutoWRFChem-R2SMH, v1.0.0. The retrievals used in Section 3.3 are available at https://doi.org/10.6078/D19S9D (Laughner, 2017c). The analysis code, TOMRAD LUT, and WRF-Chem namelist files are available at https://doi.org/10.5281/zenodo.1001803 (Laughner, 2017a). For access to the BEHR algorithm contact the corresponding author, R.C. Cohen.
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Supplemental material to: “Quantification of the effect of modeled lightning NO₂ on UV-visible air mass factors”

Joshua L. Laughner and Ronald C. Cohen
Figure S1: The sensitivity of the AMF to different input parameters to the TOMRAD lookup table for conditions relevant to clear sky pixels (a) and cloudy pixels (b) using the WRF-Chem profile averaged over the entire domain. The marker (circle, square, or triangle) represents the average range of the AMF (max – min) due to varying a given parameter while holding the other four constant; the error bars represent the 1σ variability in that range for all combinations of the other four parameters.
Figure S2: As in Fig. 3 and 4, but now the percent difference in AMF between using profiles generated with 665 and 500 mol NO flash$^{-1}$. 
Figure S3: The effect of FDDA nudging on number of lightning flashes. (a) Total number of modeled lightning flashes during the entire modeled time period (13 May to 24 June 2012) without nudging. (b) Same as (a), but for the model run with nudging. (c) Box plot of the statistics for total number of modeled flashes across the domain. The central mark is the median, the box edges the upper and lower quartiles, the ends of the whiskers are the greatest and least non-outlier value, and the individual marks are outliers.
Figure S4: (a) Temperature and (b) water vapor profiles averaged over the DC3 campaign (blue) or WRF data matched to the DC3 flight path as described in Sect. 2.3 (red). WRF data resulting from the unnudged run is the solid line, data from the nudged run is the dashed line. Note that both the nudged and unnudged runs’ temperature profiles agree with the DC3 profile similarly well, while the nudged water vapor profile exhibits better agreement with the DC3 profile than the unnudged one.