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General Comments

In atmospheric “inverse dispersion” problems, we attempt to deduce something about gas transfer to or from the atmosphere by (i) sampling the gas concentration field, (ii) simultaneously gathering sufficient meteorological data to characterize atmospheric transport (mean wind and turbulence), then (iii) invoking an atmospheric dispersion model to make inferences about the source(s). Within that overall scheme there are many variants. Such problems arise and can be solved on every meteorological scale of atmospheric (or, for that matter, oceanic) motion. Sometimes one knows the exact location of the source(s) and the object is their quantification; sometimes deducing source location (in space and or time) is the most important aim; and sometimes one seeks to deduce source space-time location and strength.

This paper is highly relevant to the problem of determining by inverse dispersion the spatial location(s) of point- or near-point sources in the context of gas leak detection (specifically methane) from industrial sites, and an element that is stressed is the avoidance of false positives (for potential leak locations) while not failing to find actual (non-zero) source locations. The authors briefly describe what appears to be a highly capable and useful instrument for their purpose (though describing the instrument is not the key aspect of this paper), but mostly focus on their statistical strategy for optimizing the useful information that can be extracted from their “measurements” (the quotes, because the paper invokes measurements both synthetic and real). I have not been able to fully comprehend that statistical strategy, and I feel the recipe for it can and should be clearer. Some readers may wonder why a Bayesian framework has not been adopted, as perhaps the most rational way to make use of prior information and account for uncertainties.

Setting aside that aspect of the paper, to my mind the most vulnerable aspect of the authors’ methodology is their use of the Gaussian plume model as their atmospheric transport paradigm, which treats the turbulent surface layer wind as if it were a regime of unsheared homogeneous turbulence. The authors do recognise that the Gaussian plume model is highly simplistic, and I can accept their argument that its use in the context of their paper is acceptable. But to drive home the importance of the choice of wind model, I must stress that the mean wind speed and the effective eddy diffusivity vary radically with height across the atmospheric surface layer (ASL), in a manner that is well described by Monin-Obukhov similarity theory. There are much higher fidelity models available, and one of these could be substituted without great penalty in terms of computational burden. It is true that at some sites, obstacles or topography may
disturb the transporting wind field such that it is more complex than envisaged even by the better models (some of which are listed below), but they cannot be a worse choice than the Gaussian plume model, which is in effect a mental straitjacket.

Specific Comments

1. The authors admit that the Gaussian plume model (GPM) is highly simplistic, and I accept their argument that its use in the context of their paper is acceptable. I would disagree with their categorical (i.e. no exceptions) assertion that the GPM is “more suitable” if the inversion is based on line-averaged concentration data. The GPM is unnecessarily simple. There are much better analytical solutions that could and should be used to evaluate the $H$ matrix. Whereas the GPM entirely neglects mean wind shear and treats the eddy diffusivity as constant (the atmospheric surface layer being represented as a regime of unsheared homogenous turbulence), better models represent the ASL with a mean wind shear and a height-dependent eddy diffusivity that are consistent with the state of the ASL as parameterised by the Obukhov length and friction velocity. These solutions can be rapidly calculated; and where they provide (only) cross-wind integrated concentrations, the authors could easily introduce Gaussian crosswind spread (note: it is hard to improve on the assumption of Gaussian crosswind spread without using measured data on wind direction fluctuations).


2. p5, line 30: Is there an easy argument that the optical detector’s response is to line-averaged methane mole fraction as opposed to line averaged mass concentration $[\text{kg m}^{-3}]$?

3. At p6 line 5, why “attempts to solve”?

4. I don’t understand why the authors contend (p6, line 19) that (in general, with $m$ source locations and $n$ concentrations) their “problem is overdetermined” — do they assume $n > m$?

5. Why (p6 lines 22-23) should it be the case that (or why is it a safe assumption that) “model-data mismatch uncertainty has an un-biased Gaussian distribution”?

6. I find the derivation (p6 line 31 to p7 line 2) hard to follow, yet I suspect it has to be very simple. For instance we have the three symbols $\epsilon_R$, $\epsilon_f$ and $\epsilon_b$: is the last just the first, in alternative guise?

7. If I have understood correctly, the pool of residual values is a set containing only $n$ members, where $n$ is the number of concentration measurements ($n=3$ for the field test). Then, for each detector ($i=1...n$) one randomly draws 1000 samples from that set, with replacement, thereby obtaining a set of 1000 alternative model predictions $y_{i,b}$ for (each) source location. The logic for this is not very sound, it seems to me, because all observations are given equal status, irrespectively of their distance from the source(s). In real world cases there could be order-of-magnitude differences in the measured mean concentrations — and indeed in concentration variance and higher moments that, although irrelevant here, surely relate to the trustworthiness or representativeness of a measurement — and in the level of uncertainty in the modelling.

8. At p7, line 13, it might be helpful to be more specific as to what “law of large numbers” means in this context. I expect it amounts to an assumption that the distribution of some mean value (or sum) is Gaussian, even if the numbers being summed do not have a Gaussian distribution (central limit theorem)?

9. At p9 line 21, the authors allude to “model-data mismatch noise.” It seems to me that “noise” type errors (which can be dealt with by averaging) are in practice likely
to be far less serious than systematic errors arising from the imperfect modelling of atmospheric transport.

10. How is gas-gas interference dealt with? What about detection of “stray” infra-red radiation emitted from the environment and/or from within the telescope?

11. Inversion of the $\mathbf{H}$ matrix can entail severe error if the matrix is “ill-conditioned” as a result of the relative positioning of the sources and detectors: for example if sources are aligned along the wind direction (see Crenna et al. 2008; Flesch et al. 2003).

12. Using the GPM entails selection of appropriate $\sigma$-curves: the choice should be documented.

13. The Conclusion does not, to my mind, sufficiently recognise the potential accuracy gain from using a more sophisticated and realistic atmospheric transport model.

14. I wondered whether the authors are familiar with normal practice in regard to averaging, in micrometeorology. To make sense of surface layer winds of course we necessarily must use statistics, and it is usual to base those on an averaging interval of at least about 15 minutes. However the discussion caused me to suspect that the authors envisage using nearly-instantaneous wind measurements (or, say, 1 min averages) to deduce leak rates from concentration averages over (say) one or two minutes. This may be feasible, indeed it may be a good idea (at the least, it would speed up a search across many potential leak sites). The thing is, however, that one has to recognize that existing, documented, tested, trusted surface layer dispersion models exploit a statistically stable estimate of surface layer state, and that statistical stability demands averaging intervals much longer than a minute (or two). To adapt existing atmospheric transport modes to very sort averaging intervals one will at the least have to adjust the parameterisation of the eddy diffusivity.

Technical corrections

1. First paragraph of Sec. 2.6.2 uses mixed tenses (present then past).

2. Figure 3 shows only two beams for the field test, whereas the discussion of the experiment alludes to three.

3. The number of panels on Figures (5,6) seems excessive — is it necessary to cover the range in MDM (model-data-mismatch) with such fine steps.

4. The structuring of this paper results in a degree of repetition.
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