An airborne infrared laser spectrometer for in-situ trace gas measurements: application to tropical convection case studies
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Abstract

A three-channel laser absorption spectrometer called SPIRIT (Spectromètre Infrarouge In situ Toute altitude) has been developed for airborne measurements of trace gases in the troposphere and lower stratosphere. More than three different species can be measured simultaneously with high time resolution (each 1.6 s) using three individual CW-DFB-QCLs (Continuous Wave Distributed FeedBack Quantum Cascade Lasers) coupled to a single Robert multipass optical cell. The lasers are operated in a time-multiplexed mode. Absorption of the mid-infrared radiations occur in the cell (2.8 L with effective path lengths of 134 to 151 m) at reduced pressure, with detection achieved using a HgCdTe detector cooled by Stirling cycle. The performances of the instrument are described, in particular precisions of 1, 1 and 3 %, and volume mixing ratio (vmr) sensitivities of 0.4, 6 and 2.4 ppbv are determined at 1.6 s for CO, CH$_4$ and N$_2$O, respectively (at 1σ confidence level). Estimated accuracies without calibration are about 6 %. Dynamic measuring ranges of about four decades are established. The first deployment of SPIRIT was realized aboard the Falcon-20 research aircraft operated by DLR (Deutsches Zentrum für Luft- und Raumfahrt) within the frame of the SHIVA (Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere) European project in November-December 2011 over Malaysia. The convective outflows from two large convective systems near Borneo Island (6.0° N–115.5° E and 5.5° N–118.5° E) were sampled above 11 km in altitude on 19 November and 9 December, respectively. Correlated enhancements in CO and CH$_4$ vmr were detected when the aircraft crossed the outflow anvil of both systems. These enhancements were interpreted as the fingerprint of transport from the boundary layer up through the convective system and then horizontal advection in the outflow. Using these observations, the fraction of boundary layer air contained in fresh convective outflow was calculated to range between 22 and 31 %, showing the variability of the mixing taking place during convective transport.
1 Introduction

Infrared (IR) absorption spectroscopy is among the fastest on-line measurement methods of atmospheric trace gases. Using lasers leads to ultra-high spectral resolution (< $10^{-3}$ cm$^{-1}$), and therefore larger sensitivity and selectivity than lower resolution IR method such as Fourier Transform IR (FTIR) spectroscopy. A tunable laser spectrometer essentially consists of one or several laser sources, an optical cell where the trace gas is sampled, a photodetector and the electronic system controlling the laser(s) and the data acquisition. This leads to a very compact instrument with high frequency (in a few seconds or less) and accurate measurements. In principle the laser is tuned over a spectral micro-domain (< 1 cm$^{-1}$) to match wavenumbers $\tilde{\nu}_0$ of the ro-vibrational lines of the molecules in question. In order to perform ultra-high resolution spectroscopy, the pressure of the analysed air is reduced to $\sim$ 10–50 hPa in a closed cell. The Beer–Lambert law relationship, Eq. (1), provides quantitative results relevant to atmospheric studies, i.e. volume mixing ratios (vmr; unitless), based on spectroscopic molecular parameters and measured quantities:

$$\text{vmr} = \frac{-10^6 k_B T \ln(I(\tilde{\nu})/I^o(\tilde{\nu}))}{p L S g(\tilde{\nu} - \tilde{\nu}_0)}$$

(1)

where $k_B$ is the Boltzmann constant (units of JK$^{-1}$), $T$ is the temperature (K), $I(\tilde{\nu})/I^o(\tilde{\nu})$ is the transmission at a particular wavenumber $\tilde{\nu}$, $p$ is the total pressure (Pa) of the cell containing the sampled molecules, $L$ is the optical path length (cm), $S$ is the line intensity (cm molecule$^{-1}$) of the molecule depending on the partition functions, the temperature and the lower-state energy $E''$ of the transition, and $g(\tilde{\nu} - \tilde{\nu}_0)$ is the normalized line profile (cm) at $\tilde{\nu}$ around the wavenumber of the transition line $\tilde{\nu}_0$, most frequently assumed to be a Voigt one in the HITRAN spectroscopic database (Rothman et al., 2013). The Voigt profile is the convolution of the Doppler (Gaussian) profile (with $T$ and molecular mass dependencies) and of the collisional (Lorentzian) profile depending on the pressure $p$, the air-broadened half-width $\gamma_{air}$, and the temperature $T$ with
the temperature-dependent coefficient $n_{\text{air}}$ (Fried and Richter, 2006). Absorption measurements are thus considered absolute and do not require a calibration if accuracy is expected to be about that of the spectroscopic database. An overview of this technique was given by Fried and Richter (2006). In addition, Fried et al. (2008) and McQuaid et al. (2013) recently reviewed the implementation of this technique in aircraft.

Until the 2000s, Tunable Diode Laser Absorption Spectroscopy (TDLAS) using lead-salt diode lasers were widely used in the main part of the mid-infrared (MIR) domain (3–12 µm). In this domain, molecules are active for the fundamental transitions, which leads to the strongest absorptions and therefore detection capabilities. TDLAS has been successfully applied to airborne measurements even recently, for instance for CH$_4$, N$_2$O, CO, HCHO and H$_2$O and isotopes (see, e.g., Wienhold et al., 1998; Scott et al., 1999; Kormann et al., 2002; Bartlett et al., 2003; de Reus et al., 2003; Wert et al., 2003; Viciani et al., 2008). However tunable lead-salt laser diodes are at present surpassed by a new type of lasers – the Quantum Cascade Lasers (QCLs) – that has advantageous properties (Curl et al., 2010). QCLs present better reproducibility for the wavelength emission domain and the optical output power, possess pure single resonant mode, operate at a single frequency using a distributed feedback (DFB) structure, and have a wider range of wavenumber tunability (a few cm$^{-1}$), which could potentially lead to more species to detect. They also possess much higher optical output power (> 1 mW), which is useful for long optical path operation. In addition QCLs are now operated near room temperature (RT) and so, small Peltier thermoelectric coolers can replace large N$_2$ dewars. QCLs have thus been applied to airborne measurements of trace gases in pulsed mode, for instance for HCHO, HCOOH, CH$_4$, CO, CO$_2$, N$_2$O and H$_2$O (Herndon et al., 2007; Lopez et al., 2008; Kort et al., 2011; Wecht et al., 2012; Santoni et al., 2014). QCLs can also be operated in continuous wave (CW) mode instead of pulsed mode, resulting in negligible linewidths (HWHM < 2 × 10$^{-4}$ cm$^{-1}$; McManus et al., 2006; Guimbaud et al., 2011) with respect to the molecular absorption line, and thus leading to measurements of higher accuracy and sensitivity. However, as far as we know, only Yacovitch et al. (2014) have published work on the use of CW QCLs in
aircraft until now. Very recently, Interband Cascad Lasers (ICLs) appeared as serious alternatives to QCLs for MIR measurements due to less power requirement for laser emission threshold and better energy efficiency leading to easier use because of less cooling requirement. However their application to airborne is also still limited (Christensen et al., 2007), in particular because they are presently restricted to emission in the 3–6 µm band.

In the near-infrared (NIR) domain (0.8–2.5 µm) benefitting from telecommunication developments, TDLAS has employed DFB InGaAs diode laser sources from the 2000s, with similar properties as QCLs and ICLs, but at a lower cost, and more recently DFB InGaAsSb lasers allowed for extension toward 3 µm. Since line intensities are much lower in the NIR than in the MIR, measurements essentially concern molecules of higher abundances, i.e. H₂O, CO₂ and CH₄ and their isotopes (see e.g., D’Amato et al., 2002; Podolske et al., 2003; Durry et al., 2007; Zondlo et al., 2010; Rollins et al., 2014; Dyroff et al., 2015).

In parallel, significant advances have been performed in the design of optical absorption cells coupled to the laser sources. Several types of multiple reflection cells have been used, leading to long optical paths, e.g. the Herriott cell (see e.g., Fried et al., 1999; Moreau et al., 2005), the astigmatic Herriott cell (Fried et al., 2003; Henderson et al., 2007; McManus et al., 2011), the Robert cell (Robert, 2007). Finally one should be aware of the recent development of other types of airborne infrared laser absorption spectrometers, i.e. those using resonant cavities instead of non-resonant ones just mentioned. This concerns Cavity Ring Down Spectroscopy (CRDS; McQuaid et al., 2013), Cavity Enhanced Absorption Spectroscopy (CEAS) (Bertseva et al., 2002; Kerstel et al., 2006; Hendriks et al., 2008), and Off Axis Integrated Cavity Output Spectroscopy (OA-ICOS) aboard unmanned aerial vehicle (Berman et al., 2012) or commercial passenger aircrafts (Dyroff et al., 2014).

In the present paper, we describe a newly built airborne instrument called SPIRIT (SPectromètre Infra-Rouge In situ Toute altitude), performing ultra-high resolution infrared absorption spectroscopy thanks to the use of three MIR CW-DFB-RT-QCLs cou-
pled with the non-resonant Robert cell. This leads to quantify in-situ abundances of at least three atmospheric trace gases, which can be different by only changing the QCL, depending on the objectives of each project. In Sect. 2 we present the opto-mechanical setup and the control-acquisition electronics of the instrument, and the data retrieval process, followed by characterisation of its performances. First examples of measurements obtained during the campaign associated to the SHIVA (Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere) FP7 European project in November-December 2011 are given in Sect. 3. In total, sixteen flights were performed from Miri (Malaysia) airport in Northwest Borneo by the Falcon-20 research aircraft operated by the German Aerospace agency DLR (Deutsches Zentrum für Luft- und Raumfahrt), covering a wide geographical range (1–8° N, 102–122° E) and a vertical range from the planetary boundary layer up to the ceiling altitude of 13 km. One of the objectives of this project was the investigation of atmospheric transport of Very Short-Lived Species (VSLS) from the boundary layer to the upper troposphere. In fact, in the last decades, some observational campaigns (such as SHIVA and TC4 (http://rtmm.nsstc.nasa.gov/tc4.html)) and/or modelling studies were focused on determining the contribution of the VSLS such as halogenated VSLS (CHBr₃, CH₂Br₂, CH₃I ..., Tegtmeier et al., 2013; Hossaini et al., 2012) or DMS (Marandino et al., 2013) on the bromine and sulphur budgets in the upper troposphere and lower stratosphere (UTLS). These species’ abundances in the UTLS are closely dependent on the efficiency of the transport by convection in tropical regions. Observational campaigns can only address these questions in a limited way: limited in time, in space and in altitude. Consequently, the role of deep convection on trace gas transport has to be studied by modelling. However, field campaign are essential to support model improvements by comparing measurements or calculation of the transport efficiency. Some observational studies at mid-latitudes (Bertram et al., 2007) and in the tropics (Ray et al., 2004) reported effective transport of trace gases (Bechara et al., 2010) and even short-lived species (Cohan et al., 1999) by convection, showing that between 20 to 40 % of air came from the ground. We present here two meteorological convection cases associ-
ated with several sudden observed increases of CO and CH$_4$ originating from ground pollution when the airplane went through the anvils of convective cumulus. The CO trace gas proved to be a particularly good tracer of this phenomenon and lead, for this study, to the quantification of the fraction of air originating from ground level.

2 Experimental method

2.1 Instrument design

The general principle of the instrument functioning for a single channel (one QCL) and the process to retrieve volume mixing ratios have already been described previously (Guimbaud et al., 2011). This concerned greenhouse gas (CH$_4$, N$_2$O) flux measurements at the geosphere-atmosphere interface (Gogo et al., 2011). The following description only deals with the aspects of the airborne version and summarizes the essential points of the ground version in order to make the rest of the paper understandable. In brief, the high measurement time resolution (1.6 s) leading to high spatial resolution, the number ($\geq 4$) and versatility of the trace gases to be quantified with high precision and accuracy (a few %) and very good sensitivity, and the easy retrieval process (with preliminary results on-line) are the main advantages of SPIRIT. Several photographs of the instrument integrated in the Falcon-20 aircraft rack and a layout of its functioning principle are shown in Fig. 1 and 2. SPIRIT weighs 102 kg and measures 95.8 cm in height, 65.4 cm in width and 55.9 cm in depth.

SPIRIT operates with three distributed feedback quantum cascade lasers (DFB-QCLs from Alpes Lasers), corresponding to the three measurement channels, coupled to one optical cell and two detectors only – one for the measurement channels and the other one for the reference channel. The main electronic module receives commands from a laptop computer via a RS-232 link and drives the current and temperature controllers for each of the three QCLs. Each temperature controller consists of a Peltier thermoelectric module that maintains each laser chip at a constant temperature, rang-
ing from $-31$ to $+31\,^\circ C$ with a typical precision of 1 mK, allowing for laser single-mode emission at a precise wavenumber. A water-glycol circuit regulated at a constant temperature of $13\,^\circ C$ is used for cooling each Peltier thermoelectric cooler and the Stirling detector cooler, using a liquid pump (Ecocirc Laing) and a liquid-air thermal exchanger (LA-115 Laird Technologies). For each QCL, a spectral micro-domain is swept by applying during 4.1 ms a saw-tooth ramp of several mA repeated at 81 Hz by the current controller. The micro-windows used for the present study are indicated in Table 1, with the temperature of the QCLs and the electrical currents and ramps applied. This allows for measurements of CO at $2179.772\, cm^{-1}$, CH$_4$ at $1249.627\, cm^{-1}$, N$_2$O at $1249.668\, cm^{-1}$, and CO$_2$ at $2064.417\, cm^{-1}$. The three QCLs work one third of the time sequentially, triggered and synchronized by the data acquisition system. One hundred and ten measurement spectra followed by eight reference spectra are acquired and averaged. With a ramp current repeated at 81 Hz frequency, this gives a measurement period of 1.6 s per laser, including the data processing and the transfer to the laptop computer. The data are stored on the computer for accurate retrievals of the trace gas concentrations afterward.

The optical bench is presented in Fig. 3. The main mechanical component is a 5 cm thick aluminium honeycomb composite panel vertically oriented. It is inserted in the aircraft rack with vibration-shock absorbers suitably dimensioned to the airplane acceleration requirements. In these conditions the maximum bench moving is less than 3 cm. The optical cell is made of a glass tube (8 cm outside diameter, 3 mm thick, 62.5 cm length) in borosilicate low thermal expansion material. The two tube ends are bonded in two adapted thermal expansion pieces. The optical cell is rigidly fixed on the upper end to the optical bench and the lower end is free to glide on a V-shaped mount in order to avoid constraint due to the different thermal expansions between aluminium and glass. The QCL housings include off-axis parabolic mirrors of 5 mm focal length, mounted on the same thermoelectrically-cooled copper mechanical support as the laser itself for optical alignment stability. All three laser beams, symbolized by red rays in Fig. 3, go out from these housings through an anti-reflection (ZnSe coated) win-
An optical multiplexor allows for collecting toward a single exit the three beams which then go out to a BaF$_2$ beam splitter (BS), dividing them in two parts. A minor part is reflected toward a home-made Fabry-Pérot interferometer etalon used as reference channel for relative wavenumber calibration. A small optical reference cell containing known gaseous species can be added on a second path of this channel for retrieving absolute wavenumber scale. This beam is then focused onto a photovoltaic HgCdTe detector (Judson J19D10) by a spherical mirror. The major part of the beam is directed and focused at the entrance of the multipass optical cell through a BaF$_2$ window. The measurement output beam also goes through a second BaF$_2$ window and is then collected by a flat mirror and focused onto an analogous detector by a spherical mirror similar to the reference beam. Both detectors are cooled by the same Stirling cycle cooler (RM2 Thalès Cyrogénie) mounted in a home-made Dewar in which vacuum is maintained by passive pumping using high porosity sintered materials (CapaciTorr® D 100 Saes Getters). The detected electrical signals are amplified first by pre-amplifiers with a fixed gain and secondly by an automatically self-adjusted gain in the main electronic module, and digitized by a 16-bit analog-to-digital converter.

The optical cell is a patented multiple-reflection cell detailed in a previous paper (Robert, 2007). In brief, this cell is composed of three mirrors combining the design of the Herriott and White cells, which results in very easy and stable operating conditions and allows for very long optical paths, i.e. 151.00 m (233 reflections) or 134.22 m (207 reflections) in the present experiments, in a compact volume (2.77 L for a cylinder of 3.7 cm radius and 64.5 cm length). This cell is controlled by two high-performance piezoelectric actuators (Newport PZA12) located at each of its ends, shown in Fig. 3 (in orange colour), allowing optical alignment at the desired path number and also the change in the path number by tilting the two mirrors relative to each other. A third actuator (not visible in Fig. 3) is used to move slowly (0.3 Hz) back and forth the stand-alone mirror on a small range, efficiently attenuating the optical interference fringes. The cell temperature is measured by a Pt100 resistance probe with a precision of 0.01 K, and is estimated to be accurate and homogeneous in the cell within 0.5 K, leading to 0.2 %
error maximum in the gas volume mixing ratios (vmr) derived, as previously determined in a sensitivity analysis (Guimbaud et al., 2011). Air is sampled through a rear-facing stainless steel inlet of 16 mm inside diameter (i.d.), placed in front of the aircraft on the roof of the cabin in order to avoid contamination. A 1/2” (12.7 mm) i.d. PFA Teflon tube is inserted inside this inlet and connected via a 6 mm o.d. (Swagelock) stainless steel valve to a pressure regulator (MKS 649) upstream of the cell. It is known that using these materials leads to negligible adsorption of the trace gases to detect on the walls of the sampling tube. Air is continuously drawn through the optical cell using a scroll pump (XDS10 Boc Edwards) fixed with vibration absorbers on the Falcon aircraft rack. The pressure is maintained constantly reduced in the range 30–40 hPa by the pressure regulator, accurately known (±0.1 hPa) using a 0–100 hPa gauge (DTM Scaime), and the flow is adjusted by a manually actuated dosing valve (EVN116 Pfeiffer) located at the cell output, upstream of the pump, as shown in Fig. 2. This leads to an effective flow rate of 0.32 Ls$^{-1}$ in the cell at 35 hPa (or 0.60 standard litre per minute (SLM)), measured by the mass flowmeter combined with the pressure regulator. A maximum estimated uncertainty of 0.2 hPa influences the accuracy of the inferred vmr by 0.3 % (Guimbaud et al., 2011). The exit line of the vacuum pump is connected to the exhaust tube on the floor of the aircraft.

Once switched on, SPIRIT operates fully automated measurements. In order to compensate for any dimensional drifts, optical realignment is regularly performed by using the two piezoelectric actuators, whose frequency can be chosen, e.g. every 10 min in the present experiments. A GPS system (Garmin GPS18) giving universal time, altitude, latitude and longitude is implemented on which the laptop computer is synchronized. This has proven to be very useful for the data interpretation, enabling easy comparison with the data of the aircraft and the other scientific instruments on board. Finally, it should be underlined that the materials and functioning of the SPIRIT instrument fulfil the international regulations concerning aircraft equipment and led to certification for installation in the Falcon-20 (established by Enviscope GmbH).
2.2 Data retrieval

The data retrieval is based on Beer–Lambert law, Eq. (1). As previously explained in detail (Guimbaud et al., 2011; Moreau et al., 2005), it consists in fitting the numerical second derivative of the experimental transmission $I(\tilde{\nu})/I^0(\tilde{\nu})$ to that of the simulated transmission, $\exp[-L \cdot S \cdot g(\tilde{\nu} - \tilde{\nu}_0) \cdot C]$, at each wavenumber $\tilde{\nu}$ of the spectral micro-window by adjusting the molecular concentration $C$ (molecules cm$^{-3}$). The selected micro-windows were usually 2179.70–2179.85 cm$^{-1}$, 1249.56–1249.73 cm$^{-1}$, and 2064.30–2064.55 cm$^{-1}$ for CO, CH$_4$ and N$_2$O, and CO$_2$, respectively. A linear least-squares algorithm minimizes the residual, i.e. the difference between the experimental and simulated signal. The volume mixing ratio vmr is subsequently deduced from $C$ by knowing the total pressure $p$ and the temperature $T$ of the optical cell. The second derivative method has the advantage of not needing the accurate reconstruction of the 100 % transmission baseline (the continuous component of the signal) where the molecules absorb, and of reducing the optical interference fringes. Both methods give similar results in the present case for which the maximum optical absorptions $(1 - I(\tilde{\nu}_0)/I^0(\tilde{\nu}_0))$ are significant, typically 4 % for $\sim$ 100 ppbv CO, 4 % for 1.8 ppmv CH$_4$, 1 % for 325 ppbv N$_2$O and 7 % for 400 ppmv CO$_2$. The second derivative method is especially more effective in the case of low absorption (Moreau et al., 2005). Figures 4 A, B, C show examples of spectra for CO, CH$_4$, N$_2$O recorded during one of the two case studies, on the 9 December 2011, and for CO$_2$ during a transfer flight to Malaysia, on the 8 November 2011. Statistical errors represented by the root mean square noise at 1σ confidence level on the fitting retrievals are indicated in Fig. 4. They are typical of the measurements during this campaign, which were on average 1 % for CO, 1 % for CH$_4$, 3 % for N$_2$O and 1 % for CO$_2$.

Due to a failure of the air conditioning system of the aircraft from the first flight during the campaign (16 November), the QCL corresponding to CO$_2$ measurement could not be maintained at $-20.5^\circ$C and broke down. Consequently the whole campaign
took place without measurements of this species, and in particular no CO\textsubscript{2} data were obtained on 19 November and 9 December.

### 2.3 Performances of the instrument

The performances of SPIRIT in terms of linearity, limit of detection, dynamic measuring range, sensitivity, accuracy, and response time have been studied in detail in laboratory, essentially after the SHIVA campaign. The characterisation of the CO\textsubscript{2} measurements is therefore not much presented.

Response time has been evaluated by subjecting the instrument to sudden positive and negative variations of carbon monoxide mixing ratio in dry air from 2 to 102 ppbv. The mean rise time between 10 and 90 \% of the step, 8.6 ± 0.3 s, is consistent with the fall time, 8.8 ± 0.3 s, for a standard flow rate of 0.60 SLM. These values correspond to the theoretical overall flush time (8.7 s) of the cell, showing the absence of dead volumes that could affect the instrument accuracy. This response time can ultimately be lowered to 5.8 s for 0.90 SLM flow rate. Higher flows led to lower uncontrolled cell pressures at the highest altitudes where ambient pressure decreases to less than 250 hPa. The leak rate is about $1.1 \times 10^{-3}$ hPa L s\textsuperscript{-1} and represents $1.4 \times 10^{-4}$ to $8.1 \times 10^{-5}$ times the sampled gas flow rate. Considering the worst case for which the ambient gas concentration is greater than that of the sampled air by one order of magnitude (in the aircraft cabin), the relative error from leaks should not be greater than 0.15 \%.

The linearity of the measurements has been determined using a gas cylinder containing about 300 ppbv of carbon monoxide with different values of dilution in dry air free of CO. Contrary to the use of individual gas cylinders of different concentrations, the use of such a method makes unnecessary the need to know the concentration of the reservoir bottle with high accuracy and eliminates a source of uncertainty since the potential relative bias on the knowledge of the concentration is the same for all dilution values. Figure 5 illustrates this linearity, with the deduction of the square of the correlation coefficient $R^2 = 0.99996$. The residual shows no particular deviation from linear adjustment, with a standard deviation $1 \sigma = 0.65$ ppbv deduced from 3500 sep-
arate data. Similar performances are expected for non-sticky molecules such as CH$_4$, N$_2$O and CO$_2$ since only the line intensity and the QCL differ with respect to CO channel, implying no impact on the linearity, contrary to the optical path and the detection system, which are identical.

Lower limits of detection have been experimentally determined for each gas. It is reached when the optical absorption signal is equal to the root mean square noise (1σ) measured on the spectrum residual. At this point the relative error on the fit is considered to be 100% (signal-to-noise ratio = 1) and prevails on every other uncertainty contribution. Limits of detection are 0.6 ppbv for CO, 9.0 ppbv for CH$_4$ and 5.3 ppbv for N$_2$O, as shown in Fig. 6. Fits are generalized hyperbolas describing the linear progression of uncertainties with respect to vmr for low values where the noise on the spectra is predominant. The error stagnations at higher concentrations illustrate the fact that the fitting errors prevail on other sources of uncertainty. Increases of relative errors (vertical scatter visible in Fig. 6) were occasionally observed, due to the regular automatic optical realignments. At the other end of the range, considering a spectrum can still be accurately fitted until the optical absorption at the maximum of the transition line $\tilde{\nu}_0$ reaches 90% (i.e. 10% transmission), one can calculate upper limits of detection for CO: 4.5 ppmv, CH$_4$: 110 ppmv, and N$_2$O: 60 ppmv, using simulations taking into line intensities and the experimental conditions. Dynamic measuring ranges of about four decades are thus deduced.

Sensitivity is considered to be the lowest vmr variation the instrument is able to detect reliably over a noisy background. As it depends on the duration for which the variation observation is carried out, the Allan deviation $\sigma_A$ constitutes a relevant figure of merit. This deviation is calculated for non-varying sampled gas concentration. Depending on the degree of certainty required to qualify a variation in vmr as real, one can chose as criteria 1 to 3 $\sigma_A$. Figure 7 illustrates the Allan deviations for CO, CH$_4$, N$_2$O and CO$_2$ until 365 s obtained in laboratory. As expected, the experimental decays are significant, but smaller than the ideal white noise slopes. The minima of these $\sigma_A$ Allan deviations are all reached around 100 s, with values of about 0.13 ppbv (2‰) for CO,
1.3 ppbv (0.8 ‰) for CH$_4$, 0.8 ppbv for N$_2$O (3 ‰) and 0.3 ppmv (0.7 ‰) for CO$_2$. The intermediate values at 10 s are noted since this is the typical response time in flight. It is thus expected to detect ($1\sigma_A$) variations higher than 0.2 ppbv for CO, 4 ppbv for CH$_4$ and 2 ppbv for N$_2$O in flight. The lower performance for N$_2$O is due to lower optical absorption and thus lower signal-to-noise ratio (improvement can be realised by just changing the spectral domain or the QCL for a larger line intensity). For averages of more than 100 s, it is clearly seen that the deviations increase, though remaining below the precision obtained for 1.6 s averaging. Of course in-flight instantaneous $1\sigma$ precisions determined by the spectral fitting error in the previous Sect. 2.2 (1 ppbv for CO, 18 ppbv for CH$_4$ and 10 ppbv for N$_2$O) are somewhat greater than the $1\sigma_A$ sensitivities at 1.6 s (0.4 ppbv for CO, 6 ppbv for CH$_4$ and 2.4 ppbv for N$_2$O) deduced from the statistical distribution of 228 measurements (365 s) because fitting errors include some permanent pattern due to, for instance, Fabry-Perot interference fringes and differences between experimental and simulated line profiles.

For the gas concentrations studied here, the total, without calibration, uncertainty is largely due to the accuracy with which the spectroscopic parameters are known. For the absorption lines used in SPIRIT, the HITRAN database (Rothman et al., 2013) provides line intensities $S$ and air-broadened half-widths $\gamma_{air}$, with an accuracy of better than 5 %, affecting the vmr accuracy on the same order for the former and two times less for the latter (2.5 %); other uncertainties on spectroscopic parameter have negligible impacts (Guimbaud et al., 2011). Taking into account other uncertainty sources (0.3 % on pressure and 0.2 % on temperature: see above Sect. 2.1; and the retrieval fitting errors), the estimated accuracies calculated as the square root of the quadratic sum are 5.7 % for CO and CH$_4$ and 6.4 % for N$_2$O. Since the most influential parameter, i.e. the line intensity, is an intrinsic value of the molecules, it does not vary with the measurement conditions and can result in a constant bias on vmr estimation. In order to determine this bias, more than 850 measurements of a calibrated gas have been performed. The cylinder containing this gas mixture (Scott-Marrin Inc.) had been calibrated by the WMO GAW Central Calibration Laboratories: 102.1 $\pm$ 0.7 ppbv CO, 1822 $\pm$ 3 ppbv
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3 Results and discussion

3.1 Measurement campaign

The SHIVA aircraft campaign took place in Malaysia between the 16 November and the 11 December 2011. The measurements were conducted from the DLR Falcon-20 aircraft. GPS time and location, pressure and altitude, as well as atmospheric parameters and aircraft altitude are known for each data set. Most of the landings and take-offs during the campaign were conducted from Miri airport on Borneo Island, Malaysia. The results of two flights that were performed on the 19 November and the 9 December 2011.

CH₄, 332.97 ± 0.16 ppbv for N₂O. Consistently, results presented in Fig. 8 show that the vmr of the calibrated gases measured by SPIRIT are in agreement with these calibrated values, within the estimated uncertainties: 4.6 % for CO, 0.61 % for CH₄ and 4.5 % for N₂O. In this case, after removing these biases, the total calculated accuracies result from the square root of the quadratic sum of the uncertainty on the cylinder values quoted above and the standard deviation (1σ) on measurements (0.53 % for CO, 0.43 % for CH₄, 1.1 % for N₂O). The total accuracies are then 0.9 ppbv (0.9 %) for CO, 8.6 ppbv (0.47 %) for CH₄, and 3.8 ppbv (1.2 %) for N₂O. Essential performances of the instrument are summarized in Table 2.

An in-flight intercomparison between the CO vmr measured by SPIRIT and by the gas filter correlation analyzer (Model 48C GFC from Thermo Environmental Instruments) at ground took place on the 11 April 2013. SPIRIT performed measurements in the french Falcon-20 aircraft from SAFIRE (CNRS-INSU-MétéoFrance) making loops around the Pic du Midi de Bigorre situated at 2877 m altitude, while the analyzer measured the ambient carbon monoxide from the Pic du Midi station. The GFC CO analyzer reported an average value of CO every 5 min mixing ratios: 117.4 ± 6.6 ppbv (Gheusi et al., 2011), while the mean CO vmr for SPIRIT was 113.5 ± 6.4 ppbv. The two values agree within the uncertainties.
ber 2011 are presented. The flight on the 19 November began from Miri at 07:50 UTC (15:50 local time), flew North along the coast towards Kota Kinabalu, and ended at Miri at 10:10 UTC (18:10 local time). The flight on the 9 December took place between Tawau and Miri over Borneo between 08:15 UTC (16:15 local time) and 10:50 UTC (18:50 local time). The CO vmr decreased with increasing altitude from 120–150 ppbv near the ground (> 1 km) to 70–80 ppbv in the free troposphere (8–10 km).

3.2 In-situ measurements of CO and CH$_4$ for the study of transport by deep convection

3.2.1 Meteorological situations of the flights

One of the objectives of the SHIVA field campaign was to study the pathways of halogen VSLS emitted from the oceans in the boundary layer to the upper troposphere and then to the lower stratosphere, and to quantify these transport processes. The main mechanism leading to a rapid transport of air from the lower troposphere to the upper troposphere in the tropics is deep convection. This is why the SHIVA field campaign took place during the early winter monsoon season. During the campaign, several Falcon aircraft flights were conducted around 11–13 km in altitude, in order to sample the upper troposphere in the vicinity of deep tropical convection. To highlight the application of the SPIRIT measurements for characterising the air composition in the upper troposphere, we studied the two flight measurements around 12 km altitude within the outflow of deep convective systems, as presented above (Sect. 3.1). Figures 9 and 10 depict the flight tracks over-plotted, respectively, on the brightness temperatures from the 11 µm channel IR108 on board the Japanese geostationary multifunctional transport satellite MTSAT-2 and the corresponding cloud height estimation based on Hamada and Nishi (2010) http://database.rish.kyoto-u.ac.jp/arch/ctop/index_e.html). Brightness temperature represents thermal radiative intensity emitted by the cloud top and is used for the detection of convective activity (Iwasaki et al., 2010); this temperature decreases with increasing cloud height.
Figures 9a and 10a indicate the presence of a well-developed convective system on the 19 November located around 6° N and 115.5° E that reached a maximum of ~16 km in altitude (Fig. 10a) with a wide anvil on its west side reaching 14.5 km. In addition, webcam images recorded on board the aircraft (not shown; courtesy of K. Pfeilsticker and K. Grossmann, Uni. Heidelberg) give strong evidence that the aircraft sampled the outflow of the convective system (anvil cloud) several times and also the surrounding upper tropospheric air. On the 9 December, a convective system with a smaller horizontal extent was detected in the satellite brightness temperatures around 5.5° N and 118.5° E (Fig. 9b). The convective part of the system reached ~15.5 km altitude and was embedded in stratiform clouds with maximum height of ~13.5 km (Fig. 10b). For this day, the aircraft track also passed several times through the outflow of the convective system as shown in Fig. 9b and 10b.

### 3.2.2 Measurements

Figure 11 gives a 3-D view of the measured CO vmr along the flight tracks on the 19 November and on the 9 December. Figure 11a shows an enhancement of CO vmr when the aircraft flew through the outflow of the convective system. This is identified in the figure as the box labelled [CO]_{UTconv}. Lower CO vmr were recorded outside of the convective system (noted [CO]_{UT}). Similarly, in Fig. 11b there is clearly more CO in the part of the track where the aircraft sampled air in the convective outflow than when it sampled air outside.

Figure 12a-1 and b-1 presents the vmr profiles of CO and CH$_4$ measured by SPIRIT for these two flights as a function of altitude (between 0 and 5 km) and Fig. 12a-2 and 12b-2 as a function of time for altitudes greater than 7 km. The right panels highlight several periods of time characterized by a significant increase (several ppbv) of CO directly correlated with a CH$_4$ increase in the upper troposphere. The enhancement of CH$_4$ is more visible for the flight on the 9 December. On the 19 November, an overall increase in CH$_4$ vmr is observable between 8.4 and 9.7h UTC with some visible correlations with CO, e.g. at 8.65, 8.9, 9.2, 9.35, 9.55 and 9.65 h. For both flights, the...
peaks in CO and CH$_4$ vmr (during a few minutes) correspond to the part of the tracks performed within the convective outflow, and alternating with lower vmr when the aircraft exits the cloud. The onboard webcam images showing the inside and the outside of the cloud were also synchronised with these variations. CO and CH$_4$ have emissions sources mainly in the boundary layer and the left panels show much higher vmr in this layer for these two species. The peaks observed in the upper troposphere are indicative of transport of polluted air from the boundary layer to the free troposphere. This suggests a convective transport of CO and CH$_4$ from the lower troposphere to the upper troposphere. In Fig. 12, the CO vmr in the upper troposphere (8–13 km) without influence of convection has mean values $[CO]_{UT} = 75 \pm 2$ (1σ) ppbv and $70 \pm 2$ (1σ) ppbv for the flights on 19 November and 9 December, respectively, with the reported uncertainties representing the standard deviation (1σ) on the mean. Sudden increases above these backgrounds of between 7 and 28 % of the mean $[CO]_{UT}$ can be observed that directly correlate to the flight path into clouds. This kind of increase (5–20 ppbv) has been also observed in studies by Bechara et al. (2010) and Borbon et al. (2012). It is important to notice that several flights during the SHIVA campaign experienced cloud presence without any significant correlation with CO enhancement (e.g. the first flight of the day of 19 November and the two flights on 7 December) because these were likely not fresh convective clouds.

3.3 Fraction of planetary boundary layer (PBL) air detected in the UT

In order to determine the air fraction $f$ coming from the boundary layer and transported by convective transport, the tracer’s vmr $[X]$ is used (Bertram et al., 2007) in Eq. (2):

$$[X]_{UTconv} = f[X]_{surface} + (1 - f).[X]_{UT}$$

where $[X]_{UTconv}$ represents the tracer’s vmr in the convective outflow. This area is defined as the cloud area where CO vmr is larger than 78 ppbv. With this definition, the mean $[CO]_{UTconv}$ are $81 \pm 1$ (1σ) and $83 \pm 3$ (1σ) ppbv for the flights on 19 November and 9 December, respectively. $[X]_{UT}$ has been defined and given just above (Sect. 3.2.2) for 9182
CO and $[X]_{\text{surface}}$ is the tracer vmr in the boundary layer. We assume that the upper limit of the boundary layer is determined by where the CO and CH$_4$ vmr start to decrease, 500 m and 1.2 km on 19 November and 9 December, respectively. The flight on the 9 December allows the direct measurement of the tracer’s vmr in the region just below the convection, as seen in Fig. 11b. $[\text{CO}]_{\text{surface}}$ for this flight is on average 130 ± 5 ppbv (based on measurements only above 1 km altitude due to delay in the switch-on of SPIRIT). For the flight on the 19 November, the convective area is situated near Miri in Borneo Island, which is the take-off and landing point (Fig. 11a). Mean $[\text{CO}]_{\text{surface}}$ for this flight is 101 ± 3 ppbv.

We used the same criteria of altitude and timing during the flights for determining the CH$_4$ vmr in the convection, in the upper troposphere and in the boundary layer for both flights as we do for CO. So $[\text{CH}_4]_{\text{UTconv}}$ are 1879 ± 23 ppbv and 1824 ± 12 ppbv, $[\text{CH}_4]_{\text{UT}}$ are 1871 ± 19 ppbv and 1808 ± 10 ppbv, and $[\text{CH}_4]_{\text{surface}}$ are 1901 ± 12 ppbv and 1860 ± 20 ppbv for the flights on the 19 November and 9 December, respectively, where the uncertainties are still 1σ on the mean. These values are summarized in Table 3.

The deduced fractions $f$ of air injected in the upper troposphere by convection and coming from the boundary layer are 23 ± 4% and 22 ± 5% (with uncertainties derived from the roots of the quadratic sum of the quoted standard deviations of the measurements) from CO measurements and 27 ± 50% and 31 ± 24% from CH$_4$ measurements for the flights on the 19 November and 9 December, respectively. On average, 26 ± 5% of air present in the convective area comes from the boundary layer. Table 3 compares these values with the fraction $f$ found in the literature. Our value is in accordance within uncertainties with the values of 17 % of Bertram et al. (2007) and of 20–45 % of Ray et al. (2004) in USA and Mexico gulf, respectively. Like our study, these authors used CO and CH$_4$ among other tracers to calculate the fraction. However, our value is lower compared to the values referred by Cohan et al. (1999) in the South Pacific or Bechara et al. (2010) in West Africa. The result of Cohan et al. (1999) is a mean value for all the South Pacific (60°–10° S) calculated with the three short-lived species, CH$_3$I, CH$_3$O$_2$H and CHBr$_3$. In addition, data available for CHBr$_3$ during SHIVA aircraft campaign from...
the 19 November flight in Hamer et al. (2013) allow a calculation of \( f \) ranging from 14 to 29\% (this uncertainty comes from whether the upper or lower boundary layer CHBr\(_3\) vmr are used). The upper part of the range is consistent with the values of calculated here for the same flight. However, this kind of calculation is closely dependent on the tracers’ lifetime and the presence of sources, which are more variable for CHBr\(_3\) than CO and CH\(_4\).

4 Conclusions

A three-channel laser absorption spectrometer has been set up for airborne measurements of trace gases. This consists of the coupling of three Quantum Cascade Lasers (CW-DFB-QCLs) with a single Robert multipass optical cell. CO, CH\(_4\), N\(_2\)O and CO\(_2\) have been measured simultaneously with high time resolution. The instrument achieved 1.6 s retrieval fitting precision of 1, 1 and 3\%, and volume mixing ratio sensitivities of 0.4, 6 and 2.4 ppbv for CO, CH\(_4\) and N\(_2\)O, respectively (all at 1\( \sigma \) confidence level). Estimated accuracies without calibration are about 6\%, limited mainly by the accuracy of the molecular spectroscopy database. This error is not large enough to affect the present application where the main interest was devoted to the study of local variation due to transport and chemistry.

The instrument was successfully employed during a large aircraft campaign over Malaysia during November and December 2011. Measurements of CO and CH\(_4\) in the upper troposphere show increases directly correlated with the presence of convective outflow. These measurements during a convective event clearly indicate transport of boundary layer air into the upper troposphere. During this study, CO proved to be a particularly good tracer of this phenomenon and lead to the quantification of the fraction of air originating from ground level. Calculations suggest that air in the convective outflow contains between 20 and 30\% boundary layer air in accordance with the literature.

Since then, SPIRIT has been successfully employed in other projects about greenhouse gases (CH\(_4\), N\(_2\)O, CO\(_2\)) and pollutants (CO, O\(_3\)) over the Mediterranean within
the frame of the ChArMEx project (https://charmex.lsce.ipsl.fr/), and about production of nitrogen dioxide (NO$_2$) in contrails (http://www.cerfacs.fr/TC2/). Besides the availability of commercial spectrometers, keeping capability in the development of home-made instruments such as the one presented here is valuable in order to master the data retrieval process and the choice of the molecules to quantify as a function of specific scientific objectives. Carbonyl sulphide (OCS), formaldehyde (HCHO) and hydrogen peroxide (H$_2$O$_2$) are molecules to be potentially detected in future projects.
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Table 1. Spectral domains and condition emissions of QCLs.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Spectral domain (cm$^{-1}$)</th>
<th>Current + ramp (mA)</th>
<th>$T$ (°C) of the QCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>2179.6–2179.9</td>
<td>590+20</td>
<td>−12.5</td>
</tr>
<tr>
<td>CH$_4$, N$_2$O</td>
<td>1249.4–1249.9</td>
<td>490+23</td>
<td>+16.8</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>2064.2–2064.7</td>
<td>565+50</td>
<td>−20.5</td>
</tr>
</tbody>
</table>
Table 2. Performance characteristics for CO, CH$_4$ and N$_2$O volume mixing ratio measurements (vmr). Sensitivities and relative accuracies are given for vmr close to typical atmospheric levels (100 ppbv CO, 1.8 ppmv CH$_4$ and 325 ppbv N$_2$O).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>1.6 s fitting precision in flight</th>
<th>Lower limit of detection</th>
<th>Sensitivity: 1$\sigma_A$ Allan deviation (ppbv) at three different averaging times</th>
<th>Estimated accuracies without calibration</th>
<th>Calculated accuracies after calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.6 s</td>
<td>10 s</td>
<td>100 s</td>
</tr>
<tr>
<td>CO</td>
<td>1 ppbv (1 %)</td>
<td>0.6 ppbv</td>
<td>0.4</td>
<td>0.22</td>
<td>0.13</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>18 ppbv (1 %)</td>
<td>9.0 ppbv</td>
<td>6.0</td>
<td>4.0</td>
<td>1.3</td>
</tr>
<tr>
<td>N$_2$O</td>
<td>10 ppbv (3 %)</td>
<td>5.3 ppbv</td>
<td>2.4</td>
<td>2.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>
### Table 3. Mean mixing ratios for the boundary layer ([X]_{surface}), upper troposphere ([X]_{UT}) and convective air masses ([X]_{UTconv}) for CO and CH$_4$ measured by the SPIRIT instrument during the flight on the 19 November and 9 December 2011. These vmr are used in the calculation of the fraction \( f \) of air coming from the boundary layer detected in the convective air mass. The mean fraction \( f \) found is compared with other convective case studies.

<table>
<thead>
<tr>
<th></th>
<th>[X]$_{surface}$ (ppbv)</th>
<th>[X]$_{UT}$ (ppbv)</th>
<th>[X]$_{UTconv}$ (ppbv)</th>
<th>Fraction ( f ) $^1$</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19 Nov</td>
<td>CO</td>
<td>101</td>
<td>75</td>
<td>81</td>
<td>0.23 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>CH$_4$</td>
<td>1901</td>
<td>1871</td>
<td>1879</td>
<td>0.27 ± 0.50</td>
</tr>
<tr>
<td>9 Dec</td>
<td>CO</td>
<td>130</td>
<td>70</td>
<td>83</td>
<td>0.22 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>CH$_4$</td>
<td>1860</td>
<td>1808</td>
<td>1824</td>
<td>0.31 ± 0.24</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.26±0.05</td>
</tr>
</tbody>
</table>

- **Cohan et al.** (1999) 0.36–0.68 South Pacific (60° S–10° N)
- **Ray et al.** (2004) 0.20–0.45 Mexico gulf (20° N)
- **Bertram et al.** (2007) 0.17 ± 0.08 East USA and Canada
- **Bechara et al.** (2010) 0.40 ± 0.15 West Africa

$^1$ Uncertainties are 1σ on the mean.
Figure 1. (a) Sketch of the SPIRIT instrument and (b) photographs of its four faces integrated in the Falcon-20 rack.
Figure 2. Layout of the functioning principle of the SPIRIT instrument.
Figure 3. Three-dimensional representation of the optical bench with red rays symbolizing the laser beam paths.
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Figure 4. (a) (1): Example of experimental (black line) and simulated (red line) transmission spectrum for CO ($\tilde{\nu}_0 = 2179.772 \text{ cm}^{-1}$) recorded on 9 December 2011 (9.677 h UTC) at 12 262 m altitude, 5.45° N-118.92° E. (2): Experimental (black line) and simulated (red line) second derivatives of this transmission signal. (3): Associated residuals of the direct transmission (pink line) and of the second derivative (blue line), leading to 1σ statistical error of 1.3 % on the fit for this latter. This retrieved volume mixing ratio (vmr) is $89.7 \pm 1.3 \text{ ppbv}$ (1σ). The cell was at 32.04 hPa pressure and 31.7°C temperature, with an optical path of 134.22 m. (b) Same as (a) but for CH$_4$ (red simulated profile centred at $\tilde{\nu}_0 = 1249.627 \text{ cm}^{-1}$) and N$_2$O (green profile at $\tilde{\nu}_0 = 1249.668 \text{ cm}^{-1}$). This retrieval led to vmr of $1830 \pm 18 \text{ ppbv}$ for CH$_4$ (1σ = 1.0 %) and $320.4 \pm 10.3 \text{ ppbv}$ for N$_2$O (1σ = 3.2 %). (c) Same as (a) but for CO$_2$ (red simulated profile centred at $\tilde{\nu}_0 = 2064.417 \text{ cm}^{-1}$) on the 8 November 2011 (during a transfer flight to Malaysia). This retrieval led to a vmr of $390.2 \pm 2.8 \text{ ppmv}$ (1σ = 0.7 %). The small line at $\tilde{\nu}_0 = 2064.397 \text{ cm}^{-1}$ is due to CO absorption and is taken into account for the retrieval, with CO vmr in good agreement (< 10 %) with that deduced on channel A.
Figure 5. Illustration of linearity of the measurements for CO. Residuals come from subtracting linear fit to data points. Residuals spread around linear fit with one standard deviation $\sigma = 0.65$ ppbv for 3500 separate data.
Figure 6. Relative errors on line fittings leading to the total volume mixing ratios (vmr) of CO (a), CH$_4$ (b) and N$_2$O (c).
Figure 7. Allan deviation plots showing long term precision and drift behaviour. The expected Allan deviation for an ideal white noise is given as a comparison (dashed lines).
Figure 8. Histograms illustrating measurement dispersion for CO (a), CH$_4$ (b) and N$_2$O (c) relatively to standard gas concentrations. The mean values represent the measurement bias and $\sigma$ the standard deviation for the fitted distribution assumed to be normal (Gaussian). Relative frequencies are normalized to 100%.
Figure 9. Brightness temperature from IR MTSAT-2 channel IR108 (10.3–11.3 µm), obtained at 09:00 UTC on 19 November 2011 (a) and 10:00 UTC on 9 December 2011 (b). The flight tracks are represented in dashed lines.
Figure 10. Top cloud height estimate by Hamada and Nishi (2010; available at http://database.rish.kyoto-u.ac.jp/arch/ctop/index_e.html) from the brightness temperature from MTSAT-2 (11–12 μm), obtained at 09:00 UTC on 19 November 2011 (a) and 10:00 UTC on 9 December 2011 (b). The flight tracks are represented in dark lines.
**Figure 11.** CO volume mixing ratio along the flight trajectories for the flights on 19 November 2011 (a) and on 9 December 2011 (b).
Figure 12. CO (in black) and CH$_4$ (in blue) volume mixing ratio vs. altitude (a1, b1) and vs. time (a2, b2) for the flights on 19 November 2011 (a) and on 9 December 2011 (b). $[X]_{\text{surface}}$, $[X]_{\text{UT}}$ and $[X]_{\text{UT conv}}$ represent the volume mixing ratios of CO or CH$_4$ in the boundary layer, in the upper troposphere and in the upper troposphere influenced by the convection, respectively. The vertical profiles of vmr on 19 November and on 9 December are measured during the take-off and the landing of the aircraft and below the convection.