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A1. SP2 calibrations

Glassy carbon spheres were nebulised, drawn through a diffusion drier and size-selected using a differential mobility analyser (DMA). Monodisperse sizes between 80-500 nm mobility diameter spanned the dynamic range of the instrument. A power law fit was used to relate glassy carbon diameter to SP2 detector response, and particle mass was calculated using an assumed density of glassy carbon of 1.42 g cm\(^{-3}\) (Slowik et al., 2007). Ambient particle mass-equivalent diameter was calculated assuming a core density, \(\rho_C\), of 1.8 g cm\(^{-3}\) (Bond and Bergstrom, 2006). The exponents of the power law fit were 0.34 and 0.36 for the broadband and narrowband detectors. An exponent of 1/3 corresponds to a linear fit vs particle mass; the small deviation from this is likely due to the nonlinearity of the SP2 for large masses (Moteki and Kondo, 2010). The response of the incandescence channels was stable to within 4% during the course of the experiment.

The per-particle uncertainty in mass measurement is 30% (Schwarz et al., 2008a; Shiraiwa et al., 2008). The statistical uncertainty in rBC mass concentration for each 5-minute averaging period was \(-2.5\%\). There is also likely a systematic error in bulk rBC mass concentration due to the test aerosol used (Laborde et al., 2012a). To assess the impact of this, Manchester’s SP2 was compared to the NOAA SP2 (Perring et al., 2011), which was calibrated using fullerene soot. Both instruments sampled from three Teflon bags containing different sizes of monodisperse fullerene soot, in the same intercomparison described by Metcalf et al. (2012). rBC modal mass measured by Manchester’s SP2 was approximately 10% higher than that reported by the NOAA instrument [Anne Perring, private communication, 2012]. Convoluting this with the 10% uncertainty due to the SP2’s response to fullerene soot relative to diesel (Laborde et al., 2012a) gives a systematic uncertainty estimate of 14%, assuming any error due to flow calibration is negligible. This corresponds to a difference in derived core diameter of \(-2.5\%\).

The SP2 also uses avalanche photodiodes (APDs) to measure light scattered by particles as they pass through the beam. One APD is position-sensitive, allowing measurement of the position of a particle as it passes through the laser (Gao et al., 2007). This is necessary for calculating the size of a coated BC-containing particle before it begins to vaporise. Calibrations of the scattering channels were performed periodically with polystyrene latex spheres (PSLs; Thermo Fisher Scientific, Waltham, MA, USA) 90-500 nm in diameter, and showed the response was stable to within 3% throughout the experiment. No systematic time or temperature dependence in the scattering response was observed. PSLs were also used to ensure proper alignment of the particle jet with the laser beam [SP2 operator manual, 2007].

Prior to 2150UTC on 18 May, the SP2’s laser power was deemed insufficient to fully quantify the rBC mass concentration, based on a careful analysis of initial calibration data. The laser power was increased and data obtained using the lower laser power were discarded. The higher laser intensity was deemed high enough to properly detect rBC mass using the colour ratio method described by (Schwarz et al., 2010).
The SP2 only records a particle when either the scattering or broadband incandescence detector voltages increase above a certain threshold, and cannot record another until it drops back below. The SP2 data acquisition software used at the time (version 2.9.4) calculated the threshold using a user-defined level above the baseline. During some periods the scattering threshold would be set too low or high, rendering the instrument unable to record particles, and causing the recorded concentrations to be artificially low. These data were filtered on a 10-second time basis by removing extreme outliers, defined as periods where the rBC number concentration was less than three interquartile ranges below the lower quartile for each 10-minute sampling period. This filtered out 0.8% of the 10s data when the auto-thresholding was used. After 21:50 on 19 May, the auto-thresholding was disabled and the trigger threshold held constant. No time-dependent variations in the broadband incandescence threshold were observed, so this did not affect the measured rBC concentration.
A2. rBC core size distribution

The average volume-equivalent rBC core diameter ($D_C$) distribution is shown in Figure A1. While the distribution showed some variation throughout the campaign, this was relatively minor (this is discussed further in Taylor et al. (2013)). The average distribution was nearly identical through the thermodenuder. The peak position at 130 nm is close to that reported by Metcalf et al. (2012) in the LA basin during May 2010, and other previous measurements of fresh diesel emissions (McMeeking et al., 2010; Laborde et al., 2012b). Liggio et al. [2012] reported a mass mode of 145 nm during relatively high-HDDV period in Toronto, though they calibrated their instrument with Aquadag. Accounting for the 40% difference in instrument response between Aquadag and ambient soot (Laborde et al., 2012a) gives excellent agreement between the peak positions.

Liggio et al.(2012) also observed the tail of a distribution that peaked at $D_C < 75$ nm, which they attributed to gasoline emissions, which was not seen in Pasadena. This provides further evidence that diesel emissions are responsible for the majority of black carbon measured during CalNex.

A smaller secondary mode, with peak at 450 nm, is also evident, however using the Gaussian fits this mode was calculated to contain only 5% of rBC mass. This second mode may be due to local emissions, coagulated diesel recirculated within the LA basin, or long-range transport.

The fraction of rBC mass outside the detection range of the SP2 was estimated as 4.6% of the total. rBC mass concentration measured by the SP2 was corrected for this.
Figure A1 - Average rBC mass-equivalent core diameter mass and number distributions measured by the SP2 during CalNex. A normal distribution was fit in log space to the dark grey region. This was then subtracted from the data, and a second normal distribution was fit to the residual data in the light grey region. The discontinuity around 330 nm is due to the switch in detectors as the narrowband detector reached saturation. The fit modes (translated to diameter-space) and standard deviations are 130nm ± 23% and 426nm ± 41%.
A3. Black/Elemental carbon instrument comparison

A3.1. Sunset OC/EC analyser

The Sunset OC/EC analyser (Birch and Cary, 1996) is widely used for measuring Elemental Carbon (EC). The specific instrumental setup during CalNex was described by Zhang et al. (2011). Data were reported on an hourly basis, representing the average of the first 44 minutes of each hour.

The instrument reports two separate calculations of EC, one based on the NIOSH 5040 thermal protocol (Birch, 2002) (which we refer to as $EC_{Sun}$) and the other referred to as “optical EC” (Jeong et al., 2004). Laser attenuation through a filter is defined as $\text{ATN} = \ln(I_{\text{Loaded}}/I_{\text{Blank}})$, where $I_{\text{Loaded}}$ and $I_{\text{Blank}}$ are the measured laser powers through a loaded and blank filter respectively.

The concentration of elemental carbon embedded per unit area ($[EC]$, µgcm$^{-2}$), is then calculated by $[EC] = \text{ATN}/\sigma$, where $\sigma$ is the attenuation coefficient. This is a function of the aerosol embedded on the filter, due to filter loading and scattering artefacts, similar to those in other filter-based absorption measurements (e.g. Cappa et al., 2008; Lack et al., 2008; Coen et al., 2010). Rather than explicitly correcting for these artefacts individually, $\sigma$ is calculated by the empirically-derived relationship [David Smith, Sunset Laboratories, Private communication, 2012] $\sigma = (0.75 \times \text{ATN} + 2.25)^{-1}$. $[EC]$ is then divided by the total flow through the filter during each sampling period, corrected for difference in units, to yield the mass concentration in µgm$^{-3}$. Due to the optical nature of the measurement, Jeong et al. (2004) considered this as a measure of black, rather than elemental, carbon and we adopt their notation in referring to the “optical EC” mass concentration as $BC_{Sun}$.

Total carbon concentration ($TC$) is only measured by the thermal method.

For most of the experiment, the OC/EC analyser was sampling through a PM$_{2.5}$ cyclone. During several periods during 12th-15th June, the instrument switched periodically between a PM$_{2.5}$ and PM$_{1}$ cyclone. Based on this comparison, it is estimated around 7% of the $BC_{Sun}$ mass was contained in particles greater than 1µm in diameter.

A3.2. SP2/Sunset comparison

Figure A2a shows an excellent correlation between rBC mass concentration measured by the SP2 and $BC_{Sun}$, indicating both are measuring the same quantity. This is an important distinction, as rBC, $BC_{Sun}$ and $EC_{Sun}$ are all operationally defined, and may be similar but fundamentally different quantities on a physical and chemical level (Andreae and Gelencser, 2006). The ratio between the two shows agreement within 20%, though the Sunset instrument was measuring on a PM$_{2.5}$ inlet, which accounts for some of this difference. Accounting for the 7% fraction of supermicron $BC_{Sun}$ during CalNex leaves a difference of 14% (Hayes et al., 2013). Whilst this may indicate greater losses in the SP2 sampling system, this does not affect calculation comparison of the BC instruments which used the same inlet. Other explanations are also possible, such as the calibration of either instrument. Nevertheless, the excellent correlation between rBC and $BC_{Sun}$ warrants further study to see if this is consistent in different environments.
Figure A2b shows the correlation between rBC and $EC_{\text{Sun}}$, which is weaker than that with $BC_{\text{Sun}}$. This suggests that while the two are clearly from the same source, the relationship between the two shows more variation. Multiple factors are likely involved. Errors in measurement of blank filters affect both Sunset measurements, and increased organic loadings cause interference, for $BC_{\text{Sun}}$ due to increased scattering artefacts, and for $EC_{\text{Sun}}$ due to changes in thermogram properties.
Figure A2 – Comparison between the SP2 and Sunset instruments. Figures A2a and A2b show the correlation between rBC and Sunset $BC_{\text{Sun}}$ and $EC_{\text{Sun}}$ respectively. The black lines are orthogonal distance regression fits to the data.
A3.3. SP2/SP-AMS comparison
The sensitivity of the SP-AMS rBC collection efficiency to SP-AMS inorganic mass concentration is presented in Figure A3. When inorganics were higher, the ratio of SP-AMS rBC to SP2 rBC was also higher. As the SP2 rBC measurement is insensitive to nonrefractory species (Moteki and Kondo, 2007), this behaviour must be due to the SP-AMS.

An explanation for this behaviour is that the SP-AMS was not detecting the smaller, fresher particles through them not efficiently hitting the laser beam. The SP-AMS particle time-of-flight size distributions, shown in Figure A4, demonstrate that inorganics were indicative of a shift in rBC particle diameter to larger particles. The difference between Figures A4 and A1 is that the SP-AMS measures coated particle diameter, rather than core diameter. The rBC size distribution shown in Figure A4 is therefore dependent not only on the amount of rBC per particle, but also on the amount of coating.

Unlike the standard AMS, the particle beam of the SP-AMS has a much smaller target to hit to become detected (a <1 mm laser as opposed to a 3 mm vaporiser) (Onasch et al., 2012). As such, this makes the SP-AMS much more sensitive to the width of the particle beam (Huffman et al., 2005) and smaller, particles may not be sufficiently focused to be detected efficiently. Note that because of signal-to-noise considerations, the lens alignment is normally performed with larger (~300nm) particles.

Another possible sensitivity is to particle shape, as more fractal particles are focused less efficiently through the aerodynamic lens (Huffman et al., 2005). If condensation of secondary inorganics caused a collapse of fractal soot structure, and this was determining the collection efficiency, similar results would be seen for the ambient and thermodenuded data. However, the thermodenuded data in Figure A3 only a weak dependence on ambient inorganics, meaning overall particle size was more important.

Compared to Cappa et al.(2012), there will have been a generally greater fraction of fresher particles in Pasadena, however the apparent discrepancy in performance may also be due to physical differences between the instruments. The AMS chamber used here was the longer 255 type (395 mm between nozzle and ioniser) as opposed to the 215 type used by Cappa et al. (2012) (295 mm), which would enhance any focusing problems. However, it is also possible that the aerodynamic lens was under-performing, for example due to loose or misaligned internal components, which can cause particle of different sizes to focus in different directions.
Figure A3 – Comparison of the SP-AMS and SP2 rBC mass concentrations, for ambient (black) and thermodenuded (red) rBC data, compared to the ambient inorganic concentration measured by the SP-AMS. The y-axis is normalized to the average ambient ratio, as only the relative changes are meaningful.
Figure A4 – Size distribution of coated particles’ vacuum aerodynamic diameter measured by the SP-AMS. The most aged particles are defined as those measured when $-\log(\text{NOx/NOy})$ was $>90^{th}$ percentile (0.34), and the most fresh when $-\log(\text{NOx/NOy})$ was $< 10^{th}$ percentile (0.08). rBC and organics showed a bimodal distribution, suggesting smaller primary particles and secondary coating growth. Inorganics were present only in larger particles, and rBC was contained in larger particles when they were present.
A4. Thermodenuded composition

A thermogram of the different species measured by the SP-AMS is presented in Figure A5. The volatility of species is similar to those in Riverside, CA (Huffman et al., 2009), though we did not see the apparent enhancement in SO$_4$ at 80-140 °C that they observed. This was thought to be due to a phase change in the sulphate causing increased collection efficiency in the heater. As the SP-AMS does not have a heater, this result may support their hypothesis; SO$_4$ was however enhanced compared to SP-AMS rBC.

As all the data are normalised to the SP2 rBC mass fraction remaining, which we consider to be reliable, it is not immediately clear why the SP-AMS rBC mass fraction decreases with temperature, and is <1. This may be due to the removal of semi-volatile material causing a change in particle size and shape, which affected the transmission of particles through the aerodynamic lens, and hence reduced the collection efficiency.

The fractional composition at different thermodenuder temperatures is shown in Figure A6a. Even at the highest temperatures, only 35% of mass is contained in the C$_X$ rBC fragments. This may appear to show that particles were still significantly coated, but there are two reasons that this is unlikely to be the case. Firstly, as rBC measured by the SP-AMS was biased low compared to the SP2, and this was most significant at higher temperatures, the true C$_X$ fraction is probably higher. Secondly, Figure A6b shows the organic mass spectrum at these temperatures. The majority of organic aerosol was composed of the CO$_2^+$ ion and associated fragments, with the remaining spectrum typical of Hydrocarbon-like Organic Aerosol (HOA). Onasch et al. (2012) reported a CO$_2^+$ fragment in the flame soot spectrum that was not measured with the laser off, suggesting it may due to be some form of refractory oxygenated soot. For this dataset the SP-AMS was run with the heater off, so we are unable to confirm that this CO$_2^+$ is refractory, but if this were the case, it would be more appropriate to think of this as rBC rather than organic.

If all the CO$_2^+$ fragments were associated with rBC, the ratio of CO$_2^+/rBC$ would hold constant for the entire dataset. Conversely, if the CO$_2^+$ was entirely organic, the CO$_2^+$ fraction would depend only on organic composition. In reality the data is probably somewhere between these two cases, but at the hottest thermodenuder temperatures the CO$_2^+$ fraction is significantly higher than is typical of even the most oxygenated organics (Ng et al., 2010). This, combined with the reduced C$_X$ collection efficiency through the thermodenuder (shown in Figure A3), demonstrates that it is likely that at the hottest thermodenuder temperatures, the majority of non-rBC material was removed.
Figure A5 – Campaign average thermodenuded mass fraction remaining, compared to ambient measurements, of species measured by the SP-AMS. Data have been corrected for thermophoretic losses by normalising to the SP2 rBC mass fraction remaining at the relevant temperature.
Figure A6 – (a) shows the fractional contributions to thermodenuded SP-AMS mass at different temperatures, and (b) the organics mass spectrum through the thermodenuder at temperatures >220°C. At these temperatures, 74% of organics are associated with the CO$_2^+$ fragment.
A5. Summary of $\rho_C$ and $n_C$ used in previous ambient SP2 core/shell studies

Previous publications studying ambient SP2 core/shell data have followed Bond and Bergstrom’s recommendations to varying degrees. Langridge et al. (2012) and Metcalf et al. (2012) used the highest refractive index recommended and the density in the middle of the range, whilst Subramanian et al. (2010) used the same refractive index but a higher density.

Shiraiwa et al. (2008) based their density $\rho_C = 1.77 \text{ g cm}^{-3}$ on denuded aerosol particle mass analyzer (APM) measurements of diesel soot. They explored the sensitivity of scattering cross section to core refractive index for graphite particles, but when modelling ambient data they used refractive indices for carbon black. Citing three measured values, they settled on the central value of $n_C = (1.87 - 0.56i)$ and estimated a 20% error in calculated absorption coefficient between the different values.

Schwarz et al. (2008a, 2008b, 2009) used a density $\rho_C = 2 \text{ g cm}^{-3}$ and refractive index of $n_C = (2 - 1i)$, to match that derived by Schnaiter et al. (2005) by comparing diesel soot size distributions to measured bulk optical properties, using a fractal particle model. They briefly investigated the effect of core refractive index and found little sensitivity to calculated absorption enhancement, though they calculated this at 1064 nm rather than a visible wavelength.

Unlike the other studies discussed, Kondo et al. (2011) and Moteki et al. (2012) focused on biomass burning aerosol, while Sahu et al. (2012) measured both fossil fuel and biomass burning emissions. They matched their refractive index and density to those used in the optical properties of aerosols and clouds (OPAC) software package (Hess et al., 1998), giving a density $\rho_C = 2 \text{ g cm}^{-3}$ and refractive index of $n_C = (1.76 - 0.44i)$. They also used the SP2’s scattering channel, at the onset of incandescence, to estimate the rBC core diameter, rather than using the incandescence channel. We investigated this method, but did not observe a clear scattering cross section of the rBC core, as shown in Laborde et al. (2012a), and use the incandescence channel to reduce ambiguity.
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