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Abstract

This paper presents the current status of development of a three-dimensional variational data assimilation system. The system can be used with different numerical weather prediction models, but it is mainly designed to be coupled with the Regional Atmospheric Modelling System (RAMS). Analyses are given for the following parameters: zonal and meridional wind components, temperature, relative humidity, and geopotential height.

Important features of the data assimilation system are the use of incremental formulation of the cost-function, and the use of an analysis space represented by recursive filters and eigenmodes of the vertical background error matrix. This matrix and the length-scale of the recursive filters are estimated by the National Meteorological Center (NMC) method.

The data assimilation and forecasting system is applied to the real context of atmospheric profiling data assimilation, and in particular to the short-term wind prediction. The analyses are produced at 20 km horizontal resolution over central Europe and extend over the whole troposphere. Assimilated data are vertical soundings of wind, temperature, and relative humidity from radiosondes, and wind measurements of the European wind profiler network.

Results show the validity of the analysis solutions because they are closer to the observations (lower RMSE) compared to the background (higher RMSE), and the differences of the RMSEs are consistent with the data assimilation settings.

To quantify the impact of improved initial conditions on the short-term forecast, the analyses are used as initial conditions of a three-hours forecast of the RAMS model. In particular two sets of forecasts are produced: (a) the first uses the ECMWF analysis/forecast cycle as initial and boundary conditions; (b) the second uses the analyses produced by the 3-D-Var scheme as initial conditions, then is driven by the ECMWF forecast.
The improvement is quantified by considering the horizontal components of the wind, which are measured at a-synoptic times by the European wind profiler network. The results show that the RMSE is effectively reduced at the short range (1–2 h). The results are in agreement with the set-up of the numerical experiment.

1 Introduction

Modern numerical weather prediction (NWP) data assimilation systems use information from a range of sources to provide the best estimate of the atmospheric state, i.e. the analysis, at a given time. These systems combine information coming from the observations, an a-priori estimate of the atmospheric state (the background or first-guess field), detailed error statistics, and the law of physics.

Nowadays, increased computing power coupled with greater access to real-time a-synoptic data is paving the way toward a new generation of high-resolution (i.e. on the order of 10 km or less) operational mesoscale analyses and forecast systems (Kalnay, 2003; Barker et al., 2003a; Lazarus, 2002). Moreover, better initial conditions are increasingly considered of the utmost importance for a range of NWP applications, in particular at the short range (0–12 h, Zhang et al., 2005; Scenkman et al., 2011).

The variational data assimilation systems have the advantage to assimilate quantities not trivially related to the standard atmospheric variables, as radiances, and they include the imposition of dynamic balance either by the model itself (4-D-Var) or through the explicit use of balance equations. In recent years, these advantages have fostered the implementation of variational data assimilation systems in limited area models (Barker et al., 2003a; Xiang-Yu et al., 2009; Zupanski et al., 2005). These systems replaced previously used scheme as, for example, optimal interpolation (Parrish and Derber, 1992; Rabier et al., 2000).

This paper shows the development of a three-dimensional stand-alone data assimilation system tailored to be used with the Regional Atmospheric Modeling System (RAMS; Cotton et al., 2003; Pielke, 2002). In particular, the data assimilation system
can use the RAMS field as background and the analyses can be used to initialize the RAMS model.

The main features of the analysis system are:

1. Incremental formulation of the cost-function (Courtier et al., 1994), i.e. observations are assimilated to provide analysis increments. In this way, the analysis imbalance is kept at minimum as the first guess, to which the increments are added, is already balanced because it comes from the output of a numerical model.

2. Preconditioning of the background cost function through a control variable transformation $U$ defined as $B = UU^T$, where $B$ is the background error covariance matrix. Background error covariances are estimated by the Parrish and Derber method (Parrish and Derber, 1992), also known as the National Meteorological Center (NMC) method.

3. Control variables are the two components of the horizontal wind, temperature and relative humidity. The geopotential height is retrieved from the increments of the horizontal wind through the geostrophic balance. This ensures the balance between the mass and wind field increments. Moreover, the formulation permits to easily include more advanced balance equations in future implementations, as for example including the cyclostrophic flow and the friction. This will further extend the use of the data assimilation system in regions where the geostrophic balance is a poor approximation of the real atmospheric flow.

4. The horizontal component of the background error is represented through isotropic and homogeneous recursive filters. The vertical component of the background error is represented through decomposition into climatologically averaged (in time, longitude and latitude) eigenvectors of the vertical error, which is computed by the NMC method.

5. The minimization of the cost-function is performed by a conjugate-gradient algorithm (Press et al., 1993), which uses parallel directives.
This paper presents an upgrade of the 2-D-Var data assimilation system reported in Federico (2013). Two important features are introduced: (a) the use of the 3-D-Var method, which replaces the 2-D-Var; (b) the option to run the analysis on the same horizontal coordinate system of the RAMS model, which simplifies the interaction between the analysis and RAMS.

It is important to mention that a 4-D-Var data assimilation system is already in use for RAMS (Zupanski et al., 2005; Polkinghorne et al., 2009). Nevertheless the aim of this work is to realize a simple but effective variational system, suitable for application and operational implementation in small meteorological centres. The 3-D-Var, indeed, requires less computational resources compared to 4-D-Var (Rabier et al., 2000) or Ensemble Kalman filters (Anderson, 2001). It does not require the adjoint model and is simpler to implement. Moreover, the 3-D-Var system can be effective at improving the initial model state and has the advantages of variational data assimilation systems.

Even if the data assimilation system is continuously under development, it proves to be fast and reliable and can be used for real applications. So, while the basic aim of the paper is to show the general characteristics of the 3-D-Var scheme, an application to the data assimilation of tropospheric profiles is given. It is also noticed that the numerical experiment set-up of this paper should be of interest for the atmospheric profiling community because it can be used in OSE (Observing System Experiment), which allows for the objective assessment and comparison of existing observing systems, or in OSSE (Observing System Simulation Experiment), whose aim is to show the impact of next generation observing systems in a controlled software environment as, for example, weather prediction models (Otkin et al., 2011; Moninger et al., 2010).

The paper is divided as follows: Sect. 2 provides details about the data assimilation system; Sect. 3 shows the numerical experiment set-up; Sect. 4 gives the results of the application to the short-term wind forecast, and Sect. 5 gives conclusions.
2 The data assimilation system

The basic goal of the 3-D-Var algorithm is to produce an optimal estimate of the true atmospheric state at analysis time through iterative solution of a prescribed cost-function (Ide et al., 1997):

\[
J(x) = \frac{1}{2}(x - x_b)^T B^{-1}(x - x_b) + \frac{1}{2}(y_o - H(x))^T R^{-1}(y_o - H(x))
\]  
(1)

where \(J(x)\) is the cost-function, \(x\) is the state vector, \(x_b\) is the background state, \(H\) is the forward observational operator, \(y_o\) is the vector of the observations, \(B\), and \(R\) are the background, and observational error covariance matrices, respectively.

The problem can be summarized as the iterative solution of Eq. (1) to find the analysis state \(x\) that minimizes \(J(x)\). This solution represents the a posteriori maximum likelihood (minimum variance) estimate of the true state of the atmosphere given the two sources of a priori data: the background \(x_b\) and observations \(y_o\) (Lorenc, 1986).

For a model state \(x\) with \(n \sim 10^6 – 10^7\) degrees of freedom, the direct solution of Eq. (1) is practically unfeasible, because it requires \(\sim O(n^2)\) calculations. One practical implementation is to perform a preconditioning via a control variable \(\chi\) defined by

\[
x' = U\chi,
\]

where \(x' = x - x_b\) is the model variable increment. The transform \(U\) is chosen to satisfy the relationship \(B = UU^T\). Using the incremental formulation (Courtier et al., 1994) and the control variable transform, Eq. (1) may be rewritten:

\[
J = \frac{1}{2}\chi^T \chi + \frac{1}{2}(y_o' - HU\chi)^T R^{-1}(y_o' - HU\chi)
\]  
(2)

where \(y_o' = y_o - H(x_b)\) is the innovation vector and \(H\) is the linearization of the potentially nonlinear observation operator \(H\) used in the calculation of \(y_o'\). In this form, the background term is diagonalized, reducing the number of calculations required from \(O(n^2)\) to \(O(n)\).

The control variable \(\chi\) is a vector \(\chi = (u', v', RH', T')\), where \(u'\) and \(v'\) are the zonal and meridional wind component increments, \(RH'\) is the relative humidity increment, and
$T'$ is the temperature increment. The model variable increment $x'$ is a vector $x' = (Z', u', v', RH', T')$ where $Z'$ is a balanced geopotential height increment, and the other symbols are as in $x$.

The transform $x' = UX$ from the control variable $X$ to the model variable increment $x'$ is implemented through three operators, namely $U_p$, $U_v$, and $U_h$. The transform $U_p$ is applied after the minimization of the cost function and will be discussed later on in this section; the implementation of $U_v$ and $U_h$ follows that of Barker et al. (2003a, b).

The transform $U_h$ is implemented by recursive filters (Purser et al., 2003). The recursive filter performs the task of convolving a spatial distribution of the innovations with a smoothing kernel, which is the covariance function of the background error. A single pass of a recursive filter consists of an initial advancing smoothing:

$$F_i = (1 - \alpha)D_i + \alpha F_{i-1}$$

for increasing index $i$, where $D$ is the input forcing and $F$ is the result of the sweep, followed by a backing sweep:

$$R_i = (1 - \alpha)F_i + \alpha R_{i+1}$$

For decreasing $i$, where $F$ is now the input and $R$ is the response of the filter. The smoothing parameter $\alpha$ is between 0 and 1 and determines the correlation length of the smoothing response function.

The single-pass recursive filter of the operator $U_h$, involves one smoothing in the WE direction followed by one smoothing in the NS direction.

The recursive filter has two parameters: the number of passes and the length-scale $d$. The number of passes determines the response of the filter. In particular for $N = 2$ the response approximates a second-order auto-regressive function (SOAR), while for $N = \infty$ the response is Gaussian. In this paper twelve passes are used. This value ensures a well-shaped filter response, without the formation of unphysical lozenge-shaped model variable increment $x'$. 
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The length-scale of the recursive filters, which determines the smoothing parameter $\alpha$ (see Barker et al., 2003b for the details of the calculation), is computed by the NMC method (Parrish and Derber, 1992). This method gives a climatological estimate of the background error matrix by the averaged difference, computed over a sample, between two short-forecasts verifying at the same time. In this paper a one-month (July 2012) series of 24 h minus 12 h forecasts verifying at 00:00 UTC of each day is used.

The length-scale in the model space is shown in Fig. 1. It depends on the height and on the variable, and it is larger for temperature and smaller for relative humidity. There is an evident increase of the length-scale above the Planetary Boundary Layer (PBL) for all variables. This is expected because the interaction between the orography and the atmospheric flow in the PBL generates features smaller than those of the free atmosphere.

The vertical transform $U_v$ is given by an empirical orthogonal function (EOF) decomposition of the vertical background error matrix ($B_v$). To determine $B_v$, the NMC method is applied, by averaging both in space (in longitude and latitude) and time the difference series of 24 h minus 12 h forecasts valid at the same time (see Barker et al., 2003b for a detailed discussion). A one-month time series (July 2012) is used verifying at 00:00 UTC of each day. The $B_v$ matrix is symmetric and positive-defined and can be decomposed in the eigenvalues and eigenvector matrices, i.e. $B_v = ELE^T$, where $E$ is the eigenvectors and $L$ the eigenvalues matrix. Using this decomposition, the vertical transform $U_v$ is written as $U_v = EL^{1/2}$.

To simplify the interpretation of the results, the error correlation between different variables is neglected in this paper and the $U_v$ matrix is a block diagonal matrix, whose blocks are obtained by applying the above decomposition to each variable.

The leading eigenvector of the meridional wind component (Fig. 2), which describes 80% of the total variance, shows an increasing signal with height and peaks at the jet levels. This result is consistent with the larger wind errors expected at the jet levels. The leading eigenvector of relative humidity, which describes 40% of the total variance, shows a broad peak in the lower-central troposphere, consistently with the
main portion of the troposphere involved in wet processes in storms development. The
temperature leading eigenvector, describing 48% of the total variance, shows a rather
constant profile in the troposphere, which is negatively correlated with errors in the
upper troposphere. It should also be mentioned that the second leading eigenvector
of temperature, which describes 26% of the total variance, peaks at 900 hPa showing
a strong signal from errors in the planetary boundary layer.

After the minimization of the cost function, the physical transform $U_p$ is applied to
transform the control variable $\chi = (u', v', RH', T')$ to the model variable increments
$x' = (Z', u', v', RH', T')$, which differ only for the balanced geopotential increment.

The balanced geopotential increment is determined by the geostrophic equilibrium
in pressure coordinates (the analysis system uses pressure as vertical coordinate, see
next section):

$$\nabla_p^2 Z' = \frac{f \xi'}{g} \tag{3}$$

where $\xi'$ is the vertical component of the relative potential vorticity computed from
the increments of the zonal ($u'$) and meridional ($v'$) wind components, $g$ is the gravity
($\text{m s}^{-2}$) and $f$ is the Coriolis parameter ($\text{s}^{-1}$).

The transform $U_p$, ensures the balance between the mass and wind increments.
A future development of the analysis scheme will involve the implementation of a more
sophisticated balance equation improving the mass-wind balance in regions where the
geostrophic balance is a coarse approximation of the real flow, as the tropics or the
PBL.

Figure 3 shows the combined effect of the transforms $U_p$, $U_v$ and $U_h$. In particular it
is shown the longitude-height cross section at 57° N latitude for the meridional velocity
increment and for the geopotential height increment determined by a single meridional
wind component observation introduced over the Gotland Island $\sim (57.5^\circ \text{N}, 18^\circ \text{E})$ at
500 hPa. The final increment is spread vertically by the $U_v$ transform and horizontally
by $U_h$. The $U_p$ transform determines the increment of the geopotential height.
Before concluding this section it is important to consider the observation and background errors \((\sigma_b^2, \sigma_o^2)\), which determine the relative weight given to the background and observations in the analysis scheme. It is assumed that the observational errors are uncorrelated with each other, so the matrix \(R\) in Eq. (2) is a diagonal matrix whose elements are all equal to \(\sigma_o^2\). The dimensions of the matrix \(R\) equals the number of measurements available at the analysis time. The value of \(\sigma_o^2\) is taken from the bibliography (Lazarus et al., 2002; Sashegyi et al., 1993) and it is shown in Federico (2013). More in detail, the observational error is equal for the zonal and meridional wind components. It increases from \(2.5 \text{ m s}^{-1}\) at 1000 hPa to \(4 \text{ m s}^{-1}\) at 300 hPa. Then it decreases to \(3.5 \text{ m s}^{-1}\) at 200 hPa. Above 200 hPa the observational error for the velocity components is held constant. For the relative humidity, the observational error is held constant (10 %) from 1000 hPa to 500 hPa, then it increases to 20 % at 200 hPa. Above 200 hPa the relative humidity is not assimilated. For the temperature, the observational error decreases from \(1.8 \text{ K}\) at 1000 hPa to \(1.0 \text{ K}\) at 800 hPa. Then it is held constant up to 500 hPa. The error increases from \(1.0 \text{ K}\) to \(2.0 \text{ K}\) between 500 and 300 hPa, and is held constant above this level.

The background error is twice the observational error, i.e. \(\sigma_b^2 = 2\sigma_o^2\) for all variables and for all levels. So, it is assumed that the background is less reliable than observations.

### 3 The experiment set-up

The background and the forecast are issued by the RAMS model (non-hydrostatic), version 6.0. Its physical settings are summarized in Table 1.

The strategy to show the impact of the data assimilation on the analysis and short-term forecast is similar to Federico (2013). However, for the paper readability, most of the discussion is repeated in this section.

An important functionality added to the analysis system, compared to Federico (2013), is the possibility to use the same horizontal coordinate system as RAMS, which
uses a rotated polar stereographic projection, whose pole is near the centre of the domain to minimize the projection distortion (Pielke, 2002). In the vertical direction, RAMS uses the sigma-z terrain following coordinate (Pielke, 2002), while the analysis uses pressure.

The possibility to run the analysis on the same horizontal coordinate system of RAMS, eventually with coarsened horizontal resolution to speed-up the analysis, is an important feature. Indeed, in the former set-up, the analysis was performed on a regularly-spaced latitude-longitude grid, whose domain was contained in the domain of the RAMS forecast, which was referred as background run. The analysis was used to initialize a RAMS simulation, referred as forecast-run, whose domain was contained in the analysis domain. This process required two different RAMS set-up for the background and forecast run. The new added feature requires one RAMS configuration only and simplifies the interpolation between the RAMS and analysis grids.

Figure 4 shows an analysis example for the zonal wind component. The background has 10 km horizontal resolution and covers the central Europe. Its grid setting is shown in Table 2. The analysis increments are given on the same grid as the background but with halved horizontal resolution (20 km) to speed-up the analysis computation.

RAMS uses thirty-three levels in the vertical. The analysis grid uses twenty-nine pressure levels from 1000 hPa to 50 hPa, spaced every 50 hPa between 800 and 300 hPa, and every 25 hPa below 800 hPa. Above 300 hPa the vertical levels are unevenly spaced with a maximum distance of 25 hPa.

Observations used in this paper are upper-air soundings (both land and ship) inside the analysis domain, and the European wind profiler network. Upper-air soundings reports contain vertical profiles of temperature, relative humidity, wind speed and direction, and pressure and are available at synoptic hours (00:00, 06:00, 12:00, 18:00 UTC).

The option to run the analysis on a regularly spaced longitude-latitude grid is still available to use the ISAN (ISentropic Analysis) package, which is the standard method to initialize RAMS (see the RAMS technical manual available at http://www.atmet.com/html/docs/rams/rams.techman.pdf).
with few exceptions. The European wind profilers network measures the wind speed and direction in the vertical above the instrument and observations are available every one-hour.

Observations were downloaded from the MARS (Meteorological Archive and Retrieval System, see also http://www.ecmwf.int/publications/manuals/mars/) archive of ECMWF (European Centre for Medium Weather range Forecast) and the numerical experiment is performed for the month of July 2012. A quality check of the measurements is performed to discard observations affected by gross errors. In particular, only observations whose difference with the background is under a fixed threshold are used in the analyses. The thresholds considered in this paper are equal for all levels and are the following: 8 ms\(^{-1}\) for zonal and meridional wind components, 4 K for temperature and 20\% for relative humidity. The application of this quality check discarded less than 5\% of the observations for all variables.

To quantify the impact of the analysis both on the improvement of the initial state and on the short-term forecast, the following strategy is adopted (Fig. 5). For each day of July 2012 one background run lasting 24 h is made starting at 00:00 UTC. Its initial and boundary conditions are taken, every 6 h, from the 00:00 UTC operational analysis/forecast cycle of ECMWF. These fields are available at 0.25° horizontal resolution.

After 12 h of each run, an analysis is made. The 12:00 UTC was chosen because there are several upper-air soundings and wind profiler reports. Figure 6a shows the number of data available for the analyses for the whole period, while Fig. 4b gives an idea of the distribution of the data inside the domain at an analysis time. It is noticeable that there are more data for the wind components because of the data from the European wind profiler network.

Starting from the analysis time (12:00 UTC), a short-term RAMS forecast, lasting 3 h, is made. For this run; (a) the initial conditions are given by the analyses produced at 12:00 UTC; (b) the boundary conditions after 6 h are the same as the background run.

The root mean square error (RMSE) is computed between the background fields and observations, and between the forecast fields and observations for the whole period.
The comparison of these statistics at the analysis time shows the performance of the data assimilation system; the same comparison for times following the analysis time quantifies the impact of the analyses on the short-term forecast.

Statistics are presented for the zonal and meridional wind components only, because few data are available for other variables after the analysis time. Indeed, temperature and relative humidity, which are measured by upper-air soundings, are available at synoptic times (00:00, 06:00, 12:00, 18:00 UTC) with few exceptions, while wind observations are available every one-hour by wind profiler measurements. For example, Fig. 6b shows the number of data at 13:00 UTC for the whole period. Less than 5 observations are available for temperature and relative humidity at all levels, while the number of data for the wind components varies from 309 (875 hPa) to 25 (130 hPa). From Fig. 6 it is apparent that statistics for temperature and relative humidity are reliable only at the analysis time and they will be shortly discussed in the next section.

4 Results

Hereafter the RMSE computed between the background run and the observations at a fixed time and for the whole period is referred as the background error (RMSE_b). Similarly, the RMSE computed between the forecast run and the observations at a fixed time and for the whole period is referred as the forecast error (RMSE_f). For the computation of both RMSEs, the grid point nearest to the observation is considered and the statistics are computed for the whole domain (Fig. 4).

It should also be emphasized that RMSE_f at the analysis time is computed after the analyses have been used to initialize the RAMS model. So, the difference between the RMSE_b and RMSE_f accounts for the errors introduced by the vertical interpolation between the RAMS and analysis grids.

Figure 7a shows the RMSE for the zonal wind component. The RMSE_b is about 2.0 m s\(^{-1}\) up to 500 hPa, while it increases above this level reaching a maximum of...
3.4 m s\(^{-1}\) at 250 hPa. The forecast error at the analysis time (RMSE\(_f\)) decreases by more than 1.0 m s\(^{-1}\) for most levels and RMSE\(_f\) is more than halved below 900 hPa.

Similar considerations apply for the meridional wind component (Fig. 7b), whose RMSE\(_f\) is \(\sim\) 1.0 m s\(^{-1}\) lower than RMSE\(_b\) for most levels; moreover below 850 hPa the error is more than halved.

For the other parameters (not shown, see Federico, 2013) similar results are obtained, with a significant reduction of the error at the analysis time (30–60% of the background error). The improvement is comparatively larger at the lower levels.

Even if it is not simple to quantify the performance of the data assimilation scheme because the performance varies with the parameter and with the height, a discussion is provided to clarify the results of Fig. 7.

First it should be noticed that the analyses effectively reduce the error. The analysis RMSE is lowered by 30–50% of the background value for most levels and for all parameters; for few levels, the RMSE reduction is larger than 50% of the background value.

The error reduction of 30–50% of the background value is in reasonable agreement with the setting of the data assimilation system. In particular, considering that the model error \(\sigma^2_b\) is twice the observational error \(\sigma^2_o\) at all levels, and for the ideal case of one measurement available at a grid point of the analysis grid, the analysis at this point is closer to the observation than to the background, and the error is more than halved. In particular, for this simple ideal case it can be shown that the analysis error (RMSE\(_f\)) is \(\sigma^2_o/(\sigma^2_o + \sigma^2_b)\) of the background error (RMSE\(_b\); Kalnay, 2003), with an error reduction of 67%.

The limit of this simple ideal case is not attained in the application of the analysis system for two main reasons: (a) the difference between RMSE\(_f\) and RMSE\(_b\) of Fig. 7 accounts for the errors introduced by the vertical interpolation between the analysis and forecast grids. This error increases with height as the distance between vertical levels becomes larger; (b) the observations for each level are usually more than one and the innovations of these measurements, i.e. the differences between the background and
observations, interact with each other, as shown by the analysis increments in Northern Italy and Swiss of Fig. 4b.

It is interesting to consider the impact of the analysis on the short-term forecast.

Figure 8 shows the difference between RMSE_b and RMSE_f for the wind components. A positive difference means that the short-term forecast has a lower error than the background and the wind forecast is effectively improved by using the analyses as initial conditions.

After one hour forecast, the improvement of the performance for the zonal velocity is apparent. In particular, the difference of the RMSE_b and RMSE_f is positive for all levels but 150 and 110 hPa and it is larger than 0.4 m s\(^{-1}\) for several levels. A useful statistic to represent the impact of the analysis on the short-term forecast is the vertically averaged value of the difference between RMSE_b and RMSE_f. This value is 1.00 m s\(^{-1}\) for the analysis time and 0.35 m s\(^{-1}\) for the one-hour forecast. From these values it follows that the use of the analyses effectively reduces the error (35 % of the value at the analysis time) after one-hour forecast.

After two-hours forecast the improvement reduces. The vertical average of the difference between RMSE_b and RMSE_f is 0.15 m s\(^{-1}\), showing that the improvement after two-hours forecast is a sizeable fraction, i.e. larger than 10 %, of the initial value, and that the analysis is still effective at improving the short-term forecast.

For the three-hours forecast the impact of the analysis on the short-term forecast is negligible in practice. There are several levels for which the difference between RMSE_b and RMSE_f is negative, and its vertical average is 0.04 m s\(^{-1}\).

Figure 8b shows the same statistics of Fig. 8a for the meridional wind component. The impact of the analysis on the one-hour forecast reduces the error of 0.1–0.6 m s\(^{-1}\), depending on the level. The improvement after one-hour forecast is slightly better for the meridional wind component compared to the zonal wind component. This is confirmed by the vertical average of the difference between RMSE_b and RMSE_f, which is 0.45 m s\(^{-1}\). This value must be compared with 1.03 m s\(^{-1}\) at the analysis time, and shows a positive impact of the analysis on the one-hour forecast.
After two-hours, the improvement is reduced, nevertheless its value is larger than 0.2 m s$^{-1}$ for several levels. The vertical average of the difference between RMSE$_b$ and RMSE$_f$ is 0.16 m s$^{-1}$, which is still a sizeable fraction (16%) of its initial value.

After three-hours forecast, the improvement is negligible (2% of the initial value considering the vertical average of the difference between RMSE$_b$ and RMSE$_f$), and several levels shows a negative impact of the analysis on the short-term forecast.

From the above results, it can be concluded that, for the setting of this paper, the use of the analysis has a positive impact on the one-hour and two-hours forecast for both wind components.

This result is encouraging because the number of data used in the analysis is small. Moreover, it is in agreement with the numerical experiment settings. Indeed, considering the wind components, which have the largest number of measurements, the number of data used by the analysis is, on average, less than 10 for most levels (Fig. 6a). The corrections introduced by these measurements through the analyses, i.e. the analysis increments, are centred at the observational point and have a radius of influence that depends on height, but which is of the order of 100 km (Fig. 1). The analysis increments are advected downwind of the measurement point in few hours, in agreement with the results of this section. It is expected that, using a larger number of data, the positive impact of the analysis on the short-term forecast would last longer.

5 Conclusions

This paper presents the current state of development of a 3-D-Var analysis system, tailored for the RAMS model, which is computationally fast and can be used in small meteorological centres.

The cost-function is written in the incremental form, which ensures that unbalances introduced by the analysis increments are kept at minimum. For the practical minimization of the cost-function a variable transformation is used, which is composed by two
transforms applied in sequence: the horizontal transform $U_h$, and the vertical transform $U_v$.

The horizontal transform $U_h$ is applied through recursive filters, which are computationally fast, while the vertical transform $U_v$ is obtained through the eigenvalues-eigenvectors decomposition of the vertical component of the background error matrix.

The length-scale of the recursive filters and the vertical component of the background error matrix are estimated by the NMC method.

The increment of the geopotential height is computed after the minimization of the cost-function, by applying the geostrophic balance to the wind increments ($U_p$ transform). This ensures the balance between the increments of the mass and wind fields.

A practical example is shown for the analysis/short-term wind forecast (0–3 h). Analyses are produced once a day at 12:00 UTC for July 2012 with a horizontal resolution of 20 km and twenty-nine vertical levels. Observations are tropospheric profiles of wind, temperature and relative humidity from upper-air soundings, and tropospheric wind profiles from the European wind profiler network.

Analyses are effective at reducing the initial model error. The improvement is between 30 % and 60 % of the background error for all parameters for most levels. It was shown that this improvement is in agreement with the data assimilation setting, nevertheless there is a decrease of the performance with increasing height caused by the errors introduced by the vertical interpolation between the RAMS and analysis grids.

The impact of the analyses on the short-term forecast is evaluated for the wind components only, because there are few measurements for other variables.

The results show that the improvement for the one-hour forecast is larger than 30 % of the error reduction at the analysis time for both wind components. The same improvement is larger than 15 % of the error reduction at the analysis time for the two-hours forecast and for both wind components. The (positive) impact of the analysis after three-hours forecast is negligible in practice.
It is concluded that, considering the amount of data used in the data assimilation, the results are encouraging and are in agreement with the set-up of the numerical experiment.

Work is in progress on several aspects of the data assimilation system. In particular, future development will consider the inclusion of measurements coming from different sources and a more sophisticated balance for the $U_p$ transform. Nevertheless, the analysis system and the numerical experiment presented in this work should be of interest for the atmospheric profiling community because it can be applied to OSE and OSSE experiments.
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Table 1. RAMS model physical settings.

<table>
<thead>
<tr>
<th>Physical option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametrized cumulus convection</td>
<td>Modified Kuo scheme to account for updraft and downdraft cumulus convection (Molinari and Corsetti, 1985).</td>
</tr>
<tr>
<td>Explicit precipitation parametrization</td>
<td>Bulk microphysical model which prognoses cloud water, rain, snow, pristine ice, graupel and hail (Walko et al., 1995).</td>
</tr>
<tr>
<td>Subgrid mixing</td>
<td>The turbulent mixing in the horizontal directions is parameterized following Smagorinsky (1963), which relates the mixing coefficients to the fluid strain rate and includes corrections for the influence of the Brunt-Vaisala frequency and the Richardson number (Pielke, 2002). Vertical diffusion is parameterized according to the Mellor and Yamada (1982) scheme, which employs a prognostic turbulent kinetic energy.</td>
</tr>
<tr>
<td>Exchange between the surface, the biosphere and the atmosphere.</td>
<td>LEAF-3 sub-model (Walko et al., 2000). LEAF includes prognostic equations for soil temperature and moisture for multiple layers, vegetation temperature and surface water including dew and intercepted rainfall, snow cover mass and thermal energy for multiple layers, and temperature and water vapour mixing ratio of canopy air.</td>
</tr>
<tr>
<td>Radiation scheme</td>
<td>A full-column, two-stream single-band radiation scheme is used to calculate short-wave and long-wave radiation (Chen and Cotton, 1983). The Chen and Cotton scheme accounts for condensate in the atmosphere, but not for specific optical properties of ice hydrometeors.</td>
</tr>
</tbody>
</table>
Table 2. RAMS and analysis grid-settings. NNXP, NNYP and NNYZ are the number of grid points in the west-east, north-south, and vertical directions. Lx (km), Ly (km), Lz (m) are the domain extension in the west-east, north-south, and vertical directions. DX (km) and DY (km) are the horizontal grid resolutions in the west-east and north-south directions. CENTLON and CENTLAT are the geographical coordinates of the grid centres. The analysis grid uses pressure as vertical coordinate.

<table>
<thead>
<tr>
<th>RAMS grid</th>
<th>Analysis grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNXP</td>
<td>231</td>
</tr>
<tr>
<td>NNYP</td>
<td>231</td>
</tr>
<tr>
<td>NNZP</td>
<td>32</td>
</tr>
<tr>
<td>Lx</td>
<td>2520 km</td>
</tr>
<tr>
<td>Ly</td>
<td>2520 km</td>
</tr>
<tr>
<td>Lz</td>
<td>18 800 m</td>
</tr>
<tr>
<td>DX</td>
<td>10 km</td>
</tr>
<tr>
<td>DY</td>
<td>10 km</td>
</tr>
<tr>
<td>CENTLAT</td>
<td>50.0</td>
</tr>
<tr>
<td>CENTLON</td>
<td>8.0</td>
</tr>
</tbody>
</table>
Fig. 1. Length-scale of the different parameters of the control variable as a function of the pressure. $u$ is for zonal velocity, $v$ is for meridional velocity, $T$ is for temperature, and RH is for relative humidity.
Fig. 2. Leading eigenvector of the meridional wind component ($v$), temperature ($T$), and relative humidity ($\text{RH}$). The leading eigenvector for the zonal wind component is similar to that for the meridional wind component and it is not shown for clarity.
Fig. 3. The effect of the $U_h$, $U_v$ and $U_p$ transforms (see text for details). Solid lines are contours of meridional wind increments ($v'$, contours from $-2.4$ to $-0.2$ ms$^{-1}$ with 0.2 interval); dashed lines are the geopotential height increments $Z'$ (negative to the East and positive to the West of the observation position, contours from $-1.0$ to $1.0$ m with 0.2 m interval).
Fig. 4. (a) Background of the zonal wind component (ms$^{-1}$) at 500 hPa at 12:00 UTC on 1 July 2012; (b) analysis increments (ms$^{-1}$) at the same time of (a). The figure shows the horizontal domain used in this paper.
Fig. 5. Synopsis of the simulations. BCKG is the background run, which lasts 24 h. ANL is the analysis time: an analysis is performed at 12:00 UTC. FCST is the short-term forecast, which lasts 3 h.
Fig. 6. (a) The number of data available at the analysis time accumulated for the whole period and over the whole domain. $T$ is for temperature, RH is for relative humidity, $u$ and $v$ are for the zonal and meridional wind components, respectively. The number of data for the wind components ($u$, $v$) is the same for all levels; (b) as in (a) for 13:00 UTC.
Fig. 7. RMSE of the background field (RMSE\textsubscript{b}), of the analyses (RMSE\textsubscript{f}), and their difference (RMSE\textsubscript{b}-RMSE\textsubscript{f}) for: (a) zonal wind component; (b) meridional wind component. The RMSEs are computed for the whole period considering the grid-points nearest to the observations. The RMSE\textsubscript{f} statistics are computed after the RAMS model has been initialized by the analyses.
Fig. 8. Differences between RMSE$_b$ and RMSE$_f$ for the analysis time (ANL), one- (1 h), two- (2 h), and three-hours (3 h) forecast for the: (a) zonal wind component; (b) meridional wind component. The RMSEs are computed for the whole period considering the grid-points nearest to the observations. The analysis time is shown to better understand the behaviour of the performance with time.