A disjunct eddy accumulation system for the measurement of BVOC fluxes: instrument characterizations and field deployment
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Abstract

Biological volatile organic compounds (BVOCs), such as isoprene and monoterpenes, are emitted in large amounts from forests. Quantification of the flux of BVOCs is critical in the evaluation of the impact of these compounds on the concentrations of atmospheric oxidants and on the production of secondary organic aerosol. A disjunct eddy accumulation (DEA) sampler system was constructed for the measurement of specified BVOC fluxes. Unlike traditional eddy covariance (EC), the relatively new technique of disjunct sampling differs by taking short, discrete samples that allows for slower sampling frequencies. Disjunct sample airflow is directed into cartridges containing sorbent materials at sampling rates proportional to the magnitude of the vertical wind. Compounds accumulated on the cartridges are then quantified by thermal desorption and gas chromatography. Herein, we describe our initial tests to evaluate the disjunct sampler including the application of using vertical wind measurements to create optimized sampling thresholds. Measurements of BVOC fluxes obtained from DEA during its deployment above a mixed hardwood forest at the University of Michigan Biological Station (Pellston, MI) during the 2009 CABINEX field campaign are reported. Daytime (09:00 a.m. to 05:00 p.m.) isoprene fluxes, when averaged over the footprint of the tower were 1.31 mg m$^{-2}$ h$^{-1}$ which is comparable to previous flux measurements at this location. Speciated monoterpene fluxes are some of the first to be reported from this site. Daytime averages were 26.7 µg m$^{-2}$ h$^{-1}$ for \( \alpha \)-pinene and 10.6 µg m$^{-2}$ h$^{-1}$ for \( \beta \)-pinene. These measured concentrations and fluxes were compared to the output of an atmospheric chemistry model, and were found to be consistent with our knowledge of the variables that control BVOCs fluxes at this site.

1 Introduction

Biological volatile organic compounds (BVOCs) released from the biosphere have been shown to play a significant role in atmospheric chemistry (Guenther et al., 1993).
Plants are estimated to emit greater than $1.2 \times 10^{12}$ kg of these BVOCs per year to the atmosphere, an estimated 40% of which is made up of one species, isoprene (2-methyl-1,3-butadiene, C$_5$H$_8$) (Guenther et al., 1995). Emission rates of isoprene are strongly correlated with ambient light and temperature (e.g., Loreto et al., 1997). The next largest contributors to the total BVOC flux are monoterpenes, molecules with the general formula C$_{10}$H$_{16}$, which include the species $\alpha$- and $\beta$-pinene (Kesselmeier and Staudt, 1999; Lee et al., 2005). Isoprene is emitted by many broad-leaf species while monoterpenes are emitted from conifers as well as broad-leaved trees. Monoterpene emission rates appear to be largely controlled by temperature (e.g., Guenther et al., 1993; Arneth et al., 2008). These BVOCs are highly reactive due to their nature as unsaturated hydrocarbons. In the sunlit troposphere, hydroxyl radicals (OH) can rapidly attack these molecules and add across the carbon-carbon double bonds, creating peroxy radical intermediates (e.g., Zhang et al., 2000). In the presence of nitrogen oxides (NO + NO$_2$), the peroxy radicals generate photochemical ozone via oxidation of NO to NO$_2$ (Chamedies et al., 1971). Isoprene oxidation via this mechanism has been implicated in regional events of elevated tropospheric ozone (e.g., Biesenthal et al., 1997; Harrison et al., 2001). Similar mechanisms also describe the oxidation of monoterpenes to produce ozone (e.g., Kesselmeier and Staudt, 1999). In addition to their influence on the oxidative capacity of the atmosphere, BVOC oxidation products can contribute to secondary organic aerosol (SOA) formation (e.g., Makela et al., 1997; Kavouras et al., 1999; Griffin et al., 1999). BVOC-derived SOA represents a source of aerosol to the atmosphere that can impact both regional air quality and global climate (Andreae and Crutzen, 1997). The potential role of isoprene and other naturally emitted hydrocarbons in biosphere-climate chemistry feedbacks was summarized by Shallcross and Monks (2000) and Fuentes et al. (2001). Knowledge of speciated BVOC emission rates is essential to reduce uncertainties associated with predictions of BVOC concentrations and subsequent impacts on the SOA and ozone production on local, region and global scales.
The most common flux measurement reported to date is the eddy covariance (EC) approach (Baldocchi et al., 1995). In EC, it is necessary to utilize a method that measures BVOC concentration on a time scale corresponding to the smallest of the important eddies that carry the flux, i.e., up to 10 Hz (Baldocchi et al., 1995). However, for many trace-level species, this is often not feasible as current analytical techniques have insufficient response times. The current exceptions are proton transfer-reaction mass spectrometry, PTR-MS, which has been used for isoprene flux measurements (e.g., Karl et al., 2004; Warneke et al., 2005), and the Fast Isoprene Sensor (e.g., Westberg et al., 2001). However, PTR-MS cannot determine speciated monoterpenes fluxes as these instruments measure the sum of all of the isobaric monoterpane species (e.g., Kim et al., 2009). Further, the Fast Isoprene Sensor suffers interference in environments where isoprene is not the dominate alkene (Edwards et al., 2007; Barket et al., 2001). To measure the fluxes of both isoprene and speciated monoterpenes, methods that enable fast sampling with off-line analysis have been developed. By using systems that accumulate the species of interest, the low ambient concentration of these molecules can be overcome. There are two types of accumulation-based flux measurements: the established technique of relaxed eddy accumulation (REA) (e.g., Tani et al., 2002; Christensen et al., 2001; Lee et al., 2005; Kuhn, 2007) and, more recently, disjunct eddy accumulation (DEA) (e.g., Rinne et al., 2000, 2002; Turnipseed et al., 2009). The premise of DEA is similar to REA in that two segregated samples are taken based on the direction of the vertical wind. However, rather than sampling all eddies as in REA, in DEA a larger volume from a statistically representative and objectively collected set of eddies is sampled into an intermediate storage reservoir. The air is partitioned into updraft and downdraft reservoirs over some averaging period. This is based on the sign of the vertical wind and proportional to its magnitude. The average flux over the sampling period is related to the concentrations in the updraft and downdraft reservoirs as determined by analysis of these reservoirs off-line using a suitable analysis platform such as gas chromatography. As a large part of the flux in the atmospheric surface layer is carried by relatively large eddies, Lenschow et al. (1994), showed that
the disjunct sampling does not increase the statistical uncertainty of the flux values more than 8% if the time interval between samples is shorter than the appropriate integral timescale. A major advantage of disjunct eddy accumulation is that this is a direct flux measurement method and does not depend on similarity assumptions, empirical relationships or derived correction constants. This makes the approach potentially less vulnerable to systematic errors, which can affect gradient and REA measurements (Rinne et al., 2000). However, as described by Turnipseed et al. (2009), disjunct sampling allows longer time to process the samples, but increases the uncertainty of the measurements and with mechanically undisturbed wind measurements and relatively homogeneous conditions; DEA can be a viable approach for the flux measurements.

In this paper, a new DEA sampling system is described that has been used to measure of both isoprene and speciated monoterpenes mixing ratios and fluxes. Characterization of the DEA system is described both in the lab and also, the field. In addition, field measurements of ambient isoprene and monoterpene (α- and β-pinene) concentrations and fluxes above a forest site in Northern Michigan are reported. Here, the DEA system was deployed at the University of Michigan Biological Station (UMBS, Carroll et al., 2001) as part of the Combined Atmosphere-Biosphere Intensive Experiment (CABINEX) campaign (Bertman et al., 2012). The UMBS region forest is a late successional growth forest, where the main tree species, aspen (a strong isoprene emitter), is at the end of its life cycle, and the forest is now undergoing a successional transition to a forest more substantially impacted by terpene emitters, such as white pine (Stearns and Likens, 2002; Bergen and Dronova, 2007). Thus, the ability to measure the impacts on and implications for local atmospheric chemistry above the forest during such transition is important, and represents a good opportunity to examine the differences in impacts of isoprene vs. terpenes. To our knowledge, DEA has only been utilized to measure both isoprene and speciated monoterpenes just once previously, by Rinne et al. (2002) for experiments in the Amazon. The deployment of our DEA system during CABINEX represents the first use of the disjunct accumulation technique for
the purpose of determining both isoprene and monoterpane fluxes in North American forest, and at one undergoing a successional transition.

2 Theory of operation

For a disjunctly sampled time series, the turbulent flux of a scalar, \( c \), can be estimated as the covariance of the subset of data points and the vertical velocity component of the wind, \( w \) (Rinne et al., 2000).

\[
F_c = \langle w'c'\rangle_{\text{disj}} = \frac{1}{N} \sum_{i=1}^{N} w'(t_i)c'(t_i)
\]  

(1)

Here, \( N \) is the total number of disjunctly sampled points, and \( w' \) and \( c' \) are deviations from the mean of the vertical velocity \( w \), and the scalar density \( c \), respectively. The variable \( t_i \) represents the \( i \)th time component of an ensemble time average for the disjunct sample. Turnipseed et al. (2009) showed that for continuous sampling, accumulated volumes (\( V^+ \) for updrafts and \( V^- \) for downdrafts) from each disjunctly isolated air sample that is stored in some initial storage reservoir can be dispensed into updraft or downdraft reservoirs at rates proportional to the instantaneous vertical wind. The total scalar flux can be related to the concentrations in these updraft and downdraft reservoirs where, under ideal conditions:

\[
F_c = \langle w'c'\rangle_{\text{disj}} = \frac{V^\pm}{kN} (c^+ - c^-) = \frac{|w'_{\text{disj}}|}{2} (c^+ - c^-)
\]  

(2)

Here, \( V^\pm \) represents the total volume over the entire flux averaging period, \( k \) is a constant relating the sampling flow rate and/or the dispense time to \( w \), and \( w'_{\text{disj}} \) is the mean vertical wind velocity during disjunct sampling. The variables \( c^+ \) and \( c^- \) represent the concentrations of the scalar in the updraft or downdraft reservoirs. Under ideal conditions...
conditions, $\bar{w}_{\text{disj}} = 0$ and the volume collected as updrafts equals that of downdrafts. However, under real atmospheric conditions, $\bar{w}_{\text{disj}} \neq 0$, and unequal volumes are collected. The volume difference, $\Delta V$, is a function of the total volume collected $V_{\text{tot}}$ where,

$$\Delta V = V^+ - V^- = 2f V_{\text{tot}}$$

(3)

Here, $f$ is a scaling factor as described by Hicks and McMillen (1984), calculated according to:

$$f = \left( \frac{V^+}{V_{\text{tot}}} - \frac{1}{2} \right)$$

(4)

The mass $m$ in each accumulated reservoir can now be related to the ideal case ($m_v$) such that

$$m^+ = m_v^+ + \frac{\Delta V}{2} c^+ = m_v^+ + V_{\text{tot}} f c^+$$

(5a)

$$m^- = m_v^- + \frac{\Delta V}{2} c^- = m_v^- + V_{\text{tot}} f c^-$$

(5b)

Turnipseed et al. (2009) showed that if $\bar{w}_{\text{disj}}$ and $\bar{c}_{\text{disj}}$ are the mean vertical wind and concentration of the scalar $c$ respectively, Eq. (2) now becomes:

$$F_c = \langle w'c' \rangle_{\text{disj}} = \frac{1}{kN} (m_v^+ - m_v^-) + \bar{w}_{\text{disj}} \left( \frac{(c^+ + c^-)}{2} - \bar{c}_{\text{disj}} \right)$$

(6)

Or, in terms of the density of the scalar, $c$, the average is taken from the absolute value of vertical wind velocities such that

$$F_c = \langle w'c' \rangle = \frac{|\bar{w}_{\text{disj}}|}{2} (c_v^+ - c_v^-) + \bar{w}_{\text{disj}} \left( \frac{(c^+ + c^-)}{2} - \bar{c}_{\text{disj}} \right)$$

(7)
3 Lab characterizations

Figure 1 shows a flow schematic of the DEA sampler. During routine operation, ambient samples are acquired every 30 s with the system operating autonomously. All of the analog and digital input/outputs were controlled using Labview 8.6 (National Instruments, Corp.) using custom designed software. The sampling cycle begins by rapidly flushing ambient air through a 3.5 m, 0.95 cm ID inlet and through an intermediate storage reservoir, (ISR) using a rotary vane vacuum pump (Gast, model 1023-101Q-G608X). The ISR consists of a heated ($T = 60^\circ\text{C}$), PFA coated, stainless steel cylinder of 300 cm$^3$ internal volume. At pre-determined time intervals, the instantaneous value of the vertical wind is recorded and the control computer closes two 0.79 cm solenoid stop valves (Parker, model no. 7121SN21V00N0C111P3) upstream and downstream of the ISR to secure the sample. The magnitude and direction of the vertical wind is measured using a CSAT3 sonic anemometer (Campbell Scientific, Inc.) at a frequency of 10 Hz. The flow rate through the ISR was measured to be 152 SLPM giving a residence time of air within the inlet tubing and ISR of 0.12 s during flushing. This lag was used to synchronize the DEA with the correct wind measurement; the control computer thus accounts for the delay associated with this transfer time from the inlet to the ISR before closing.

Samples are then taken from the ISR by directing the airflow through pre-conditioned glass-lined sample cartridge traps (10.2 cm × 0.3 cm ID) via a micro diaphragm gas pump (KNF Neuberger, model no. UNMP830) and additional control valves. Each cartridge trap is loaded with 100 mg of Tenax-TA (Scientific Instrument Services, Inc.) to ensure capture of the molecules of interest. The flow rate through the traps was controlled at 200.00 (±0.44) sccm using a mass flow controller, MFC (MKS, Inc. 1179A25090). The pressure within the ISR was also monitored using an absolute pressure transducer (Omega; PX181-015G5V). After the sample is acquired, the sampling valves are closed, and the stop valves are opened to re-flush the ISR and repeat the cycle. The cartridge traps accumulate updraft and downdraft samples for user
defined periods of time. Once the cartridges are removed, they are capped at both ends using stainless steel caps with PTFE seals (Scientific Instrument Services, Inc. model 781006), placed in a plastic test tube (BD Falcon 14-959 Series), which itself is purged with high purity nitrogen (UHP 5.0, Praxair). Analyses of the samples was conducted using a commercial thermal desorption system (Scientific Instrument Services TD-4) coupled to a gas chromatograph with a flame ionization detector (HP 5890). Total analysis time between samples from initial injection to completion of analysis was \(\sim 50\) min per cartridge.

To ensure the cartridges are free from potential interferences prior to sample collection, each sample cartridge is preconditioned. This was achieved by heating the cartridges to 350°C for 15 min under a flow of pure helium (UHP 5.0, Praxair). Sampled cartridges were analyzed after periods of time ranging from 1 h to 1 week. None of the preconditioned traps showed any artifact peaks in the GC-FID chromatograms after the preconditioning process. The finite amount of sorbent materials in the cartridge traps leads to a finite “breakthrough” (or elution) volume (e.g., Simon et al., 1995). Tests were conducted to determine the breakthrough volume for the cartridges used. For the most volatile of the BVOCs of interest, isoprene, the breakthrough volume was found to be in excess of 5 l for the cartridges described here. Measurements made using the DEA sampler resulted in sample volumes less than 3.5 l (as will be described in Sect. 4). Hence, it is unlikely that any samples were subject to breakthrough. As monoterpenes are less volatile than isoprene, it is likely that the monoterpene breakthrough volume is larger. Similarly, although breakthrough volumes decrease with increasing temperature (Simon et al., 1995), the maximum temperature encountered in the field was only 28°C and thus similar to those in the lab experiments (Bertman et al., 2012).

BVOC losses due to reactions in the sample lines of the DEA sampler were assumed to be minimal. During normal operation, the residence time of air samples in the inlet is 0.12 s. BVOCs have lifetimes of several minutes under typical concentrations of atmospheric oxidants \((\text{OH, O}_3)\) (Atkinson et al., 1997). It is therefore unlikely that the residence time within the inlet line is long enough to cause significant loss of the target
molecules prior to trapping within the ISR. Similarly, we assume negligible BVOC loss by OH during storage in the ISR. OH has an atmospheric lifetime of typically a few tenths of a second at UMBS (diCarlo et al., 2004), so it is reasonable to assume most, if not all OH has been lost prior to reaching the ISR. If some OH remains, assuming typical ambient concentrations of OH, isoprene and monoterpenes, and a ISR storage time of 20 s, the loss of these molecules due to OH reaction is less than 1%.

Reactive losses within the ISR are assumed to be small as ozonolysis lifetimes for isoprene are several orders of magnitude smaller than for OH reactions (e.g., Atkinson et al., 1997). BVOCs do, however, have the potential to react with ozone while the BVOCs are trapped on the sorbent bed, thereby presenting erroneous results (e.g., Calogirou et al., 1996; Helmig, 1997; Dettmer et al., 2002). This is primarily due to the long accumulation times associated with DEA (>50 min for most samples). As summarized by Helmig (1997), various materials can be used to remove ozone during sampling. To allow for maximum recovery of the highly reactive BVOCs, ozone “scrubbers” were added to the DEA sampler immediately prior to the “up” and “down” cartridge traps. These consisted of a 0.635 cm PFA union loaded with 350 mg of KI. Inert glass wool was used to seal the KI within the ozone scrubber. During laboratory tests, 8 ppb of isoprene and 500 pptv of monoterpenes were sampled onto a cartridge trap every 30 s for a period of 1 h, first in air with no ozone and then with 50 ppb of ozone added to the samples. No statistically significant loss of BVOCs was observed as a result of the presence of ozone; GC peaks for both isoprene and monoterpenes were within the measured precision indicating effective removal of the ozone by the KI. In addition, the presence of the KI did not cause the formation of any artifacts or additional peaks in the chromatograms or give rise to any change in the flow rate through the cartridge traps. During ambient sampling each KI scrubber was changed daily. Fick et al. (2001) showed that 200 mg of KI could scrub 75 ppb of ozone without significant artifact formation for 24 h with over 95% retention of the BVOC α-pinene. Since the sampler does not operate continually, and the ambient air during field deployment contains less than
75 ppb of ozone (Bertman et al., 2012), we assume that the 350 mg KI scrubbers were able to efficiently remove all ozone during routine operation.

The DEA instrument was calibrated by using gas phase standards made using liquid, reagent grade isoprene, α-pinene and β-pinene (99.9 % purity, Aldrich) and injecting them into a Tedlar™ bag typically filled with 120 l of air to achieve a known concentration of gas phase BVOCs representative of typical ambient conditions. The relative uncertainty in the mass of species accumulated on a cartridge trap was calculated via Eq. (8), where:

\[
%e_{\text{conc}} = \sqrt{(%e_{\text{peak}})^2 + (%e_{\text{cal}})^2 + (%e_{\text{vol}})^2}
\]  

Here, \( %e \) represents the relative uncertainty and the subscripts peak, cal, and vol represent the integrated chromatogram peak height, calibration factor (i.e., slope of the calibration curve), and accumulated volume during disjunct sampling. The parameter \( %e_{\text{peak}} \) is affected by precision during desorption, separation, and detection of both isoprene and monoterpenes. Precision was calculated to be ±3 % (1σ) for isoprene and ±8 % for both α- and β-pinene. The uncertainty of the calibration factor, \( %e_{\text{cal}} \), ranged from 5 % for isoprene to 12 % for α-pinene and β-pinene. The uncertainty in the accumulated volume, \( %e_{\text{vol}} \), was determined to be 4 % (see later). The total propagated relative uncertainty in the masses of species accumulated \( %e_{\text{conc}} \), was calculated as 9 % for isoprene, 13 % for α-pinene and 17 % for β-pinene.

The uncertainty in the overall flux in any scalar measured by DEA can also be calculated and is given by the propagation of errors in the five individual components that make up Eq. (7). These are the uncertainty in the determined density of scalar in the updraft tube, \( (c^+_{\text{disj}}) \), the downdraft tube, \( (c^-_{\text{disj}}) \), the mass of these scalars in the volume collected as updrafts or downdrafts \( (c^+_v \text{ and } c^-_v) \), the mean vertical wind \( (\bar{w}_{\text{disj}}) \) and mean scalar density \( (\bar{c}_{\text{disj}}) \) of the disjunctly sampled points. Combining Eqs. (7) and (8)
we see that this uncertainty, $e_{\text{Flux}}$, is given by:

$$
e_{\text{Flux}} = \left( \left[ \left( \frac{|w_{\text{disj}}| c_{v}^+}{2} \right) \sqrt{\left( \%e_{w,\text{disj}} \right)^2 + \left( \%e_{c_v}^+ \right)^2} \right]^2 \right. + \left. \left[ \left( \frac{|w_{\text{disj}}| c_{v}^-}{2} \right) \sqrt{\left( \%e_{w,\text{disj}} \right)^2 + \left( \%e_{c_v}^- \right)^2} \right]^2 \right) \right. + \left. \left[ \left( \frac{|w_{\text{disj}} c_{disj}}{2} \right) \sqrt{\left( \%e_{w,\text{disj}} \right)^2 + \left( \%e_{c_{disj}} \right)^2} \right]^2 \right) \right)^{\frac{1}{2}} (9)

Uncertainties in the flux measurements associated with the solution of Eq. (9) averaged ±35% for isoprene fluxes and ±56% for monoterpenes.

4 Field characterizations

During summer 2009, the DEA sampler system was mounted at the 26.6 m level of the walk-up PROPHET tower located at the UMBS site (Carroll et al., 2000). The canopy height was, on average, 24 m. Just over a month prior to the start of the CABINEX campaign in July 2009, the sonic anemometer was mounted on the tower, so that representative wind conditions (i.e., a wide range of azimuth angles, wind speeds, and atmospheric stability) could be sampled. From data collected in May and June 2009, an apparent correlation between the horizontal wind components and the vertical wind was observed, indicating the measurements were biased by a non-level anemometer, uneven terrain, or flow disturbances around the tower. The effect of “no-level” bias in the sonic anemometer data has been shown to cause errors in the calculated flux (Rinne et al., 2000; Turnipseed et al., 2009). Using these data and based on the recommendations of Turnipseed et al. (2009) an applied $3 \times 3$ matrix was used to virtually rotate
the anemometer data into the mean streamline, according to the “Planar Fit” method (Wilczak et al., 2001). The “Planar Fit” method uses an ensemble of wind measurements assumed to be representative of a broad range of azimuth wind angles, wind speeds, and stability conditions to define a plane. A multiple linear regression is then used to find the best-fit plane that is representative of the mean streamline, and the transformed vertical wind direction ($w_T$) is defined perpendicular to this plane. The coordinate rotation algorithm reduced the correlations such that coupling between the vertical and horizontal wind was removed (correlation coefficient < 0.1).

During this period the “stationarity” of the location of the DEA instrument was also investigated. As described in the overview by Mahrt (1998), almost all atmospheric tower based measurements are subject to nonstationary or inhomogeneous conditions to some degree. A practical estimate of the overall flux sampling error owing to inhomogeneous conditions can be constructed in terms of the record of flux between the beginning of the disjunct sampling time and a reference point within the disjunct sample period. Grossman (1992) showed that:

$$F_c(0,x) = \frac{1}{x} \sum_{x=0}^{x=x_r} w'c'$$

where $x_r$ is the $r$th observational point during sampling and $c$ is any transported scalar. The flux is then repeatedly computed by incrementally increasing $x_r$ from some small value up to the length of the entire record to form a time series of $F_c(0,x_r)$. If errors are small, $F_c(0,x_r)$ converges to the record flux well before $x$ approaches the end of that record. Using 10 Hz sonic anemometer data, sensible heat fluxes were calculated via the eddy covariance (EC) technique described by the solution of Eq. (1). Here, the scalar $c'$ in Eq. (1) is replaced by temperature, $\dot{T}'$ (Pressley et al., 2006). Temperatures were calculated from the speed of sound in air data reported by the sonic anemometer. The averaging time was systematically increased from 15 min to the maximum sampling time for a DEA sample, 115 min. The data showed that sensible heat flux does converge quickly. Differences between $F_c$ calculations for sensible heat flux...
averaged over 115 min deviated by < 5% from the averages obtained by averaging over 15 min. Similar trends were observed in the sensible heat data taken during the July and early August during the main CABINEX campaign. Although these small differences in \( F_c(0, x_r) \) do not rule out significant sampling errors owing to inhomogeneity at the instrument sampling height, these appear to be smaller than the uncertainty propagated via the solution of Eq. (9).

As described by Turnipseed et al. (2009), the selection of the maximum wind speed expected during a disjunct sampling period, \( w_{\text{max}} \), can be used to determine the maximum rate at which the cartridge traps are filled. Underestimation of \( w_{\text{max}} \) can lead to the dispense cycle being terminated prematurely, thereby causing some sample volume to be “missed”. If \( w_{\text{max}} \) is set too large, only small sample volumes and thus, scalar densities are collected. This may make determination of BVOC concentrations less reliable. During CABINEX, \( w_{\text{max}} \) was set according to the maximum predicted vertical wind speed for that hour, which was chosen to be 3\( \sigma \) of the vertical wind speeds measured during the previous hour. This calculation is performed automatically by the sampling computer which then adjusts the maximum sampling time as turbulent eddies vary during the day. If \( w_{\text{disj}} > w_{\text{max}} \), the DEA sampler cartridges were filled for a default period of 20 s (the maximum sample time available).

Similarly, \( w_{\text{min}} \), the minimum vertical wind determined to be an actual eddy was also determined. The use and impact of this dead-band threshold in REA measurements has been well documented (e.g., Oncley et al., 1993; Bowling et al., 1999; Ammann and Meixner, 2002; Ren et al., 2011), but the application has not been applied to the few DEA measurements so far reported (Rinne et al., 2000, 2002; Turnipseed et al., 2009). Our sampler therefore differs from the methodologies described to date, and we must then assess the impact on the calculated fluxes. For example, if \( w_{\text{min}} \) is too conservative, this could lead to sampling of sonic anemometer noise and collection of disjunct samples that that are not truly representative of the turbulent flux. If \( w_{\text{min}} \) is too large, small eddies typically observed during calm periods (e.g., early morning or late afternoon) could be “missed”. Bowling et al. (1999) showed that for an REA
sampler, using a dead-band threshold that was allowed to change between sampling periods, but remained constant over that period could significantly improve capture of flux. The authors concluded that using this “moving threshold” provided good estimates of flux obtained via REA when compared to EC flux measurements. Consequently, a threshold of \(2\sigma/3\) (0.66\(\sigma\)) of the previous hour’s vertical wind for the data described here.

The reasons for using this value were twofold. The discontinuous nature of DEA allows for traceable mass flow control for each sample as it is taken, and precise knowledge of the sample volume for the scalar being examined is necessary. However, errors can be introduced into the determination of scalar density based on the ability of the MFC to deliver precise target volumes, especially over short sample times. Experiments were performed by manually varying the sample time at a constant flow rate of 200.00 sccm and comparing the actual (integrated flow rate) volume to the target (calculated) volume as a function of sample time. The results are shown in Fig. 2. Figure 2 shows when the ISR valves are opened, deviations in the flow rate are initially observed due to changes in pressure upstream of the MFC. This error is only of concern at short dispense times, i.e., small \(w_{\text{disj}}\) values, and the flow rate returns to the set point within ca. 3 s. Thus, at longer dispense times (i.e., larger \(w_{\text{disj}}\) values), the uncertainty in the flow is integrated away and delivery volume evens out to be within 4 % of the target. The sample time threshold (which can be converted to minimum wind speed threshold) can then be defined as the time where this relative error becomes adequately small.

To ensure that no pressure transients were likely to impact the determined volume, a conservative threshold that eliminated all sample times of \(\leq 3.0\) s was used in CABINEX. To examine how this sample time translated into a detected vertical wind, the 34 days of vertical wind data taken prior to the start of the CABINEX campaign was examined. It was found, on average, DEA cycles with dispense times \(\leq 3.0\) s occurred infrequently \((\leq 10\%\) on the time) if \(w_{\text{min}}\) was set to 0.66\(\sigma\) of the previous hours average vertical wind. If \(w_{\text{disj}}\) was lower than this value, the vertical wind was still recorded by the computer software but the computer did not open the valves to sample the
corresponding eddy and it did not contribute to the accumulated sample volume. Using these thresholds, the DEA sampler acquired over 6000 samples in the CABINEX campaign. 44.2% of the samples were detected as updrafts and 43.6% were downdrafts. For the remaining 12.2% of the samples, the vertical wind was below the $w_{\text{min}}$ threshold. Recorded winds larger than $w_{\text{max}}$ took place infrequently, and this “under sampling” occurred in only 2.5% of the samples taken during CABINEX. The delivered volume to each cartridge ranged from 112 cm$^3$ to 3159 cm$^3$ with a mean sample volume of 1245 cm$^3$.

Using these thresholds does lead to the potential for accumulated sample volumes significantly less than those that would be accumulated if all eddies were sampled. Although the times where $w_{\text{disj}} < w_{\text{min}}$ were infrequent, the small eddies associated with these small vertical winds are still part of the flux. By not sampling them, the difference between the updraft scalar and the downdraft scalar ($\Delta C$) could be artificially large (Pattey et al., 1993). In REA instruments this is compensated for by adjusting a dimensionless, empirical coefficient $b$ used to calculate REA flux. Usually, this is achieved by conditionally sampling at 10 Hz wind/temperature data to derive the $b$ coefficient with the same threshold used as when sampling/accumulating at valve speeds <10 Hz (e.g., Bowling et al., 1999; Ammann and Meixner, 2002). As no such empirical correction coefficients are used in the calculation of DEA flux, we assume no correction factor is needed.

To test this hypothesis, 10 Hz sonic anemometer wind/temperature data were analyzed with simulated DEA sampling. This enabled both estimations of the effect of the dead-band on $\Delta C$ and also, whether using a dead-band creates the need for an empirical correction in the DEA flux (Turnipseed, 2012). First, data were considered where all eddies were used to calculate the simulated accumulation volumes. These data were then compared to cases where $w_{\text{min}}$ thresholds of, 0.25$\sigma$, 0.33$\sigma$, 0.50$\sigma$, 0.66$\sigma$, 1$\sigma$ and 1.50$\sigma$ were applied to the data thus, eliminating smaller eddies from the calculation. Comparing these simulations, using a threshold value $w_{\text{min}}$ does lead to a larger concentration difference between the updraft and downdraft reservoirs ($\Delta C$),
but the difference is small relative to the size of the total sample volume. This is similar to the findings of Bowling et al. (1993). For example, using the threshold of 0.25σ, the simulated total volume differed by 2.3% while the difference was 26.2% when threshold was set to 1.50σ. For the threshold of 0.66σ used in CABINEX, the total volumes differed by 11.1%.

Simulated fluxes were also determined for the various thresholds. As the sonic anemometer reports the vertical wind even when no sample is taken ($w_{\text{disj}} < w_{\text{min}}$), the effect on flux can be calculated for cases where, all $w$ values are included, or, where some values of $w$ are rejected (assuming delivery by the MFC of a consistent target volume for the shortest sampling times). Here, 10 Hz sonic anemometer data were used to simulate disjunct sampling/accumulation of sonic anemometer wind/temperature data to compute the change in sensible heat flux for cases where the small eddies are both included in the calculation and then, are eliminated by application of the various dead-bands. The data comparison again shows that only small corrections are necessary for most thresholds. The flux difference ranged from 1.9% where $w_{\text{min}} = 0.25\sigma$, to 23.2% for a 1.50σ threshold. The 0.66σ threshold used in CABINEX saw a difference of 8.6%. As shown previously, this difference is small compared to the total flux uncertainty. Considering all these data, we conclude that for environment of the CABINEX campaign at least, a threshold value of 0.66σ does not significantly alter the determined flux as the vertical winds eliminated by the application of this dead-band seem to be too small to contribute significantly to the overall flux. In fact, the difference are smaller than the concentration uncertainty associated the species investigated here (e.g., ±9% for isoprene).

5 Isoprene concentrations and fluxes during CABINEX

Due to limitations on the number of sample cartridges, daily continuous DEA measurement was not possible. Instead, the campaign was broken up into eight DEA sampling “intensives”, conducted between 9 July and 4 August 2009, with gaps of several days
in between to allow for sample analysis and regeneration of the cartridge traps. Prior to beginning each intensive, the DEA sampler was calibrated and blank samples were acquired. Calibrations performed in the field showed little difference in GC-FID sensitivity and little to day-to-day variation between slopes of calibration curves observed. During CABINEX the instrument had a calculated limit of detection of 15 pptv with an instrument precision of 3%. Each cartridge was analyzed within four days of collection.

Figure 3 shows the isoprene concentrations measured during each day of the CABINEX intensives. Isoprene has a distinct diurnal profile, with isoprene concentrations rising to a maximum in the mid afternoon, as previously observed by several authors (Edwards et al., 2007; Apel et al., 2001; Westberg et al., 2001). The mean, midday (10:00–14:00 local time) isoprene concentration was 2.09 (±0.19) ppb. These data compare to median isoprene concentrations of 1.96 (±0.43) ppb made reported during the PROPHET 1998 experiment at this site (Apel et al., 2001). The maximum observed isoprene concentration was 4.22 ppbv, with a minimum value of 0.45 ppbv, although no isoprene measurements were taken at night when isoprene concentrations are typically much lower (e.g., Edwards et al., 2007). Also shown in Fig. 3 are the error bars associated with each calculated isoprene concentration average following the solution of Eq. (8). As described above this was determined to be 9% for isoprene. Figure 4 shows the corresponding isoprene fluxes and associated uncertainties for each of the intensives. Data show a distinct diurnal profile with a positive, or net upward flux observed in all data. Fluxes are low during the early morning before a steady increase. Isoprene fluxes are maximum in the mid afternoon. The maximum observed isoprene flux was 3.62 mg m\(^{-2}\) h\(^{-1}\), with a minimum value of 0.27 mg m\(^{-2}\) h\(^{-1}\). The median isoprene flux was 1.31 mg m\(^{-2}\) h\(^{-1}\). These values are within the range of daytime measurements of 1.0 mg m\(^{-2}\) h\(^{-1}\) to 12.0 mg m\(^{-2}\) h\(^{-1}\) previously reported at this (Westberg et al., 2001). As described above, the propagated uncertainty in the DEA isoprene flux was, on average ±35%. The largest uncertainty determined in these data was ±70%, and the minimum was ±16%. Uncertainties were typically larger during times when isoprene concentrations were small, e.g., during the early morning or late afternoon.
6 Comparison to sensible heat flux, $H$

Although the magnitude of the correlation between isoprene fluxes and energy fluxes varies from one day to the next, Pressley et al. (2006) showed that longer term averages suggest strong linear correlations between isoprene fluxes and energy fluxes at this site. These correlations were also observed by Rinne et al. (2002) during DEA measurements of BVOC fluxes in the Amazon. Similarly, it has been shown by Westberg et al. (2001) that the diurnal pattern of $H$ is almost identical to the diurnal pattern of isoprene flux. This is due to the biosphere-atmosphere exchange of energy being driven by environmental parameters that also drive isoprene emissions (temperature and solar radiation). Likewise, canopy dynamics also affect both energy and isoprene exchange. Sensible heat fluxes were calculated and averaged to the same time period as DEA isoprene flux measurements allowing direct comparison between these two variables. Linear regression of isoprene fluxes vs. $H$ for the whole campaign and is shown in Fig. 5. These data show slope of $8.95 \times 10^{-3}$, with an $R^2$ of 0.796 during CABINEX, compared to Presley et al. (2006), who reported an average slope of $1.32 \times 10^{-2}$ ($\pm 5.93 \times 10^{-3}$, $R^2 = 0.884$). A close correlation between these data suggest that, over a wide range of ambient conditions during CABINEX, the DEA instrument was able to capture the major environmental parameters that drive isoprene emissions and exchange between the canopy and the atmosphere.

7 Comparison to isoprene emission models

Guenther et al. (1991, 1993) showed that isoprene emission can be quantified via:

$$I = I_S \times C_L \times C_T$$

Here, $I$ is the isoprene emission rate at ambient temperature ($T$) and photosynthetically active radiation flux (PAR). $I_S$ is the base emission rate (grams carbon as isoprene per gram dry leaf mass per hour) at a standard temperature of 30°C and PAR flux
of 1000 mol m\(^{-2}\) s\(^{-1}\). \(C_L\) and \(C_T\) are environmental adjustment functions for PAR and temperature, respectively. The factor \(C_L\) is a function of the PAR flux, and is defined as:

\[
C_L = \frac{\alpha C_{L1} \text{PAR}}{\sqrt{1 + \alpha^2 \text{PAR}^2}}
\]  

The value \(\alpha = 0.0027\) and \(C_{L1} = 1.066\), are empirical constants derived by Guenther et al. (1993) by fitting the above expression to measured emission rates. The temperature dependence of isoprene emissions is controlled by the factor \(C_T\), which is defined in Eq. (12) and has been used to describe the temperature response of enzymatic activity (Guenther et al., 1993).

\[
C_T = \frac{\exp \frac{C_{T1}(T - T_s)}{RT_s T}}{1 + \exp \frac{C_{T2}(T - T_m)}{RT_s T}}
\]  

Here, \(T\) is the leaf temperature, \(R\) is the ideal gas constant (8.31 J mol\(^{-1}\) K\(^{-1}\)), \(C_{T1} = 95\) kJ mol\(^{-1}\), \(C_{T2} = 230\) kJ mol\(^{-1}\), and \(T_m = 314\) K; the values of these coefficients were determined by Guenther et al. (1993) by fitting to experimental data. \(T_S\) is a standard temperature, 303 K. Data for PAR were obtained from in situ measurements made by the University of Houston (Lefer, 2012), while temperature data were also recorded as part of the meteorological dataset (Bertman et al., 2012). These data were averaged to the same time base as the DEA data (55 min) and represent the midpoint of that averaging period. Comparison of the estimated isoprene flux via this algorithm and the isoprene flux measured by DEA is shown in Fig. 6. The data suggest that the measured DEA isoprene flux is comparable to the algorithms described by Guenther et al. (1993) both in profile and peak flux. Although the emission algorithm does over-predict the averaged flux by 27%, this over-prediction is within the 1\(\sigma\) uncertainty of the measured data and could also be due to other factors, e.g., canopy shading that were not accounted for.
8 Monoterpene concentrations and fluxes during CABINEX

Concentrations and fluxes of the individual monoterpenes α-pinene and β-pinene were also measured using DEA during the CABINEX campaign. There were six intensives for which there were measurable concentrations of these species, as shown in Fig. 7. Unlike isoprene, no definitive diurnal profile was observed during the daytime sampling, and concentrations were several orders of magnitude smaller than for isoprene. In order to capture the low concentrations of monoterpenes at this field site that is dominated by isoprene-emitting trees, it was necessary to extend the DEA sampling period to 115 min. No terpenes were quantified during the first few CABINEX intensives, in which the sampling times were typically 55 min. This accumulation period was insufficient to preconcentrate enough monoterpenes to be statistically significantly different from the blank chromatogram. No other monoterpene species were successfully quantified in this campaign as the concentrations of these species were either not significantly different from blanks or no calibration standard was available. For these longer sampling time periods, α-pinene was always above the detection limit (15 pptv), whereas in only 18 of the 25 samples β-pinene showed concentrations above the detection limit. Hence, in Fig. 7, for some of the measurement periods, we report concentrations of α-pinene but not the corresponding concentration of β-pinene. The concentrations observed during CABINEX ranged from a maximum of 67.4 (±8.8) pptv for α-pinene and 33.3 (±5.7) pptv for β-pinene to a minimum of 30.2 pptv for α-pinene and 15.3 (±3.5) pptv for β-pinene. Median concentrations were 48.6 (±6.8) pptv and 27.2 (±7.2) pptv for α- and β-pinene, respectively.

For UMBS, Kim et al. (2009) previously reported concentrations of total mono- and sesquiterpenes using data taken via PTR-MS during summer 2005. Data showed an average total monoterpene concentration of ~200 pptv. Similarly, an average total monoterpene concentration of ~170 pptv was reported during the summer 2008 PROPHET study by Mielke et al. (2010) using a proton transfer reaction linear ion trap mass spectrometer. Speciated monoterpene measurements at this field site have
been infrequently reported in the literature. Branch enclosure measurements made by Ortega et al. (2007) showed that the dominant light-dependent monoterpenes emitted from all deciduous species was trans-ocimene with conifers emitting $\alpha$-pinene, $\beta$-pinene, camphene, $d$-limonene, and para-cymene among other monoterpenes. Kim et al. (2009) reported speciated monoterpenes from canister measurements taken in their 2005 study. The monoterpenes budget was determined to be made up of primarily $\alpha$- and $\beta$-pinene (33 % and 28 %, respectively) with average concentrations of these monoterpenes being reported as 60 pptv for $\alpha$-pinene and 50 pptv for $\beta$-pinene. All of these literature data are in close agreement, if slightly larger than those measured by DEA in the 2009 CABINEX campaign.

The control of monoterpenes emissions at this site seems to be strongly linked with temperature, as predicted by Guenther et al. (1993). Also shown in Fig. 7 is the temperature profile over the disjunct accumulation time of 115 min. Although ambient temperatures during CABINEX were generally lower than those previously recorded at UMBS (Bertman et al., 2012) and some days showed little diurnal variation, there is quite close correlation between the variations in the temperature diurnal profiles and the corresponding monoterpenes concentrations as measured by DEA. This is most clearly shown in Fig. 7c and h. This lends confidence that the DEA method was able to capture the changes in the driving force for ambient monoterpenes emission.

Figure 8 shows $\alpha$- and $\beta$-pinene fluxes at the CABINEX site as well as temperature data associated with these fluxes included for reference. As described previously, for some cartridges it was not possible to distinguish the $\beta$-pinene peak, hence the absence of these data for times where $\alpha$-pinene fluxes are reported. From Fig. 8, the speciated monoterpenes fluxes were slightly greater than those of $\beta$-pinene. The maximum observed $\alpha$-pinene flux was $64.9 \mu g m^{-2} h^{-1}$, with a minimum value of $10.2 \mu g m^{-2} h^{-1}$. The median $\alpha$-pinene flux was $26.7 \mu g m^{-2} h^{-1}$. For $\beta$-pinene, maximum, minimum, and median fluxes were 21.8, 6.4, and $10.6 \mu g m^{-2} h^{-1}$, respectively. Figure 8 also shows the propagated uncertainty in the determined monoterpenes flux. These uncertainties are much larger than for isoprene due to the very low
concentrations of monoterpenes measured during the campaign, combined with larger precision for the monoterpenes. The propagated uncertainty in the DEA terpene flux was, on average, ±56%. The largest uncertainty determined in these data was ±91%, while the minimum was ±20%.

Ratios of \(\alpha\)-pinene and \(\beta\)-pinene fluxes to isoprene flux were calculated. The data show that daytime fluxes of these monoterpenes were \(\sim\)20–50 times less than those of isoprene, with almost no diurnal trend observed. Kim et al. (2009) reported the average daytime ratio between \(\alpha\)-pinene + \(\beta\)-pinene flux and isoprene fluxes was 5.1%. This compares favorably to the value calculated by Ortega et al. (2007) of 4% based on branch enclosure measurements. Using the DEA data measured during CABI-NEX, this ratio was slightly lower than previously reported and was calculated as 2.8%, although the uncertainty associated with the ratio is large (±6%) and thus care needs to be used in the direct comparison of the data presented here with these previous measurements.

9 Comparison to 1-D atmospheric chemistry model

For comparison with the \(\alpha\)-pinene and \(\beta\)-pinene concentrations and fluxes measured during CABI-NEX, a one-dimensional model was constructed to simulate the emission, transport, and reaction of 57 BVOCs at UMBS (Pratt et al., 2012), given the specified flux information from Ortega et al. (2007, 2008). Herein, we concentrate on the calculated emission rates and concentrations of \(\alpha\)- and \(\beta\)-pinene on two mostly-sunny days: 21 July and 4 August 2009. The model consists of 26 vertically-spaced bins, including 2 bins within the forest canopy, from 12.1 m to 998 m above ground. Vertical transport of BVOCs following emission is described by thermal eddy diffusivity \((K_H)\) profiles modeled by a modified version of the CACHE model (Forkel et al., 2006), driven by meteorology at the UMBS site for July–August 2009 (Bryan et al., 2012).

As discussed above, monoterpene emissions are primarily driven by temperature, which can be parameterized by a \(\beta\)-factor, measured for the different tree species at UMBS during branch-enclosure experiments; therefore, the diurnal fluxes of \(\alpha\)-pinene
and β-pinene were calculated according to Guenther et al. (1993):

$$ER(T) = ER(T_s) \times \exp(\beta(T - T_s))$$  \hspace{1cm} (14)$$

$ER(T_s)$ is the BVOC emission rate at a standard temperature of 303.15 K. Monoterpene emissions have been observed to vary considerably between individual trees (Ortega et al., 2008); therefore, in addition to the average calculated individual BVOC emission rates, minimum and maximum rates were calculated to account for this variability. Previous measurements of monoterpene β-factors showed an average value of 0.14 K$^{-1}$ with inner-quartile ranges of 0.11–0.17 K$^{-1}$ (Ortega et al., 2008). Following the method of Ortega et al. (2007), BVOC production rates were calculated by dividing the BVOC fluxes by the height of the first canopy bin (8.8 m), which covers the majority of the leaf biomass at the site (Villani et al., 2003). Three production rate scenarios were constructed to examine the model sensitivity to BVOC emissions. As a base case, production rates were calculated considering the average emission rates and β-factors, as well as scaling monoterpenes by +57% (possible underestimation due to average sampling loss of ~30% and measurement uncertainty of +27%) (Ortega et al., 2007, 2008). Maximum production rates were calculated considering maximum emission rates, lower quartile β-factors, monoterpene scaling by +107%, accounting for maximum estimated sampling losses of 80%, in addition to measurement uncertainties (Ortega et al., 2008). Minimum production rates were calculated considering minimum emission rates, upper quartile β-factors, and monoterpene scaling by +10% (underestimation due to minimum sampling loss) (Ortega et al., 2008).

Within the 1-D atmospheric chemistry model, α- and β-pinene were allowed to react with OH, O$_3$, and NO$_3$ according to literature rate constants (Atkinson et al., 1997; Atkinson and Arey, 2003). Half hour average diurnal profiles of OH, O$_3$, and NO$_3$ were utilized as inputs for oxidant concentrations. During CABINEX, OH concentrations were measured by the University of Indiana using the laser-induced fluorescence instrument described by Dusanter et al. (2009). O$_3$ was measured using a Thermo Environmental Instruments model 49C UV absorption ozone analyzer (Carroll, 2012). The half hour
resolution average diurnal profile of NO$_3$ radical concentrations was calculated using a simple box model, based on that described by Hurst et al. (2001).

Concentrations and fluxes measured by DEA were compared to model outputs for the sampling height for the two days in question. The comparisons of monoterpene concentrations are shown in Fig. 9, while Fig. 10 shows the comparison of measured fluxes and emission data. The model error bars are large owing to the large propagated uncertainty in the emission rates, showing the need for speciated flux measurements to reduce these uncertainties and further understand the associated chemistry. However when also taking into account the propagated uncertainties in these measured data (not show to maintain clarity), the measured data points are within the propagated uncertainties associated with the model results. This suggests that the emission rates used to parameterize the model are reasonable, and the measured data obtained by DEA are representative of the monoterpene fluxes at this site. During the 20 July comparison, averaged model $\alpha$-pinene concentrations were 26.0 pptv during daylight hours, compared to a measured average of 61.5 pptv ($\pm$8 pptv). Similarly for $\beta$-pinene, the model averaged 19.7 pptv compared to a measured concentration of 26.3 pptv ($\pm$4.5 pptv) at the site. For data calculated on 4 August, average model $\alpha$-pinene concentrations were 18.2 pptv compared to the DEA measured value of 39.3 pptv ($\pm$5.1 pptv). For $\beta$-pinene, the model average was 13.2 pptv compared to a measured concentration of 27.2 pptv ($\pm$4.5 pptv). Although both these days show model data lower than the measurements, the measured points still lie within the uncertainty of the model.

The calculated $\alpha$-pinene emission rate was, on average, 13–18% of the total monoterpene emissions (depending on the time of day). The associated lower and upper ranges were 11–16% and 15–22%, respectively. For $\beta$-pinene emission rates, the calculated average was 9–12% of total monoterpene emissions, ranging from 8–11% to 10–14% when accounting for emission uncertainties. Compared to monoterpene fluxes, as shown in Fig. 9, the model agreement is much better. For $\alpha$-pinene, the model slightly underestimates the measured fluxes. Averaged
$\alpha$-pinene emissions were 31.4 µgm$^{-2}$h$^{-1}$ on 21 July, compared to report value of 27.9 (±18.4) µgm$^{-2}$h$^{-1}$ found using DEA. On 4 August, the model emission was 15.2 µgm$^{-2}$h$^{-1}$, compared to 16.8 (±4.4) µgm$^{-2}$h$^{-1}$ from DEA data. For $\beta$-pinene, an average of 20.3 µgm$^{-2}$h$^{-1}$ was calculated for the $\beta$-pinene modeled emission on July, compared to 8.8 (±6.4) µgm$^{-2}$h$^{-1}$ for the DEA. On 4 August, the model average was 9.91 µgm$^{-2}$h$^{-1}$, compared to for the DEA value of 9.6 (±1.9) µgm$^{-2}$h$^{-1}$.

10 Conclusions

A new disjunct eddy accumulation (DEA) instrument was characterized, and ambient measurements of isoprene and $\alpha$- and $\beta$-pinene concentrations and fluxes were successfully made during the CABINEX campaign in the summer of 2009. Although other accumulation techniques have been used to measure BVOC fluxes above North American forests, these data are the first measurements of both isoprene and speciated monoterpene measurements using DEA. Measurements show good agreement with emission algorithms for isoprene and a more complex 1-D model for $\alpha$- and $\beta$-pinene concentrations and fluxes. Long term monitoring of speciated monoterpenes at this site is of particular importance. This field site continues to undergo successional transition to a forest more substantially impacted by monoterpene emitting species. Future measurements of speciated monoterpene fluxes are therefore necessary to fully understand the trends, and impact on atmospheric chemistry above the forest during this transition.

For future deployments of the DEA instrument, improvements to the sampler could be made to further utilize the advantages of this technique. As described previously, during routine operation, the sampler works by setting $w_{\text{max}}$ to 3$\sigma$ of the previous hours vertical wind data. Although this approach has been shown to be successful, during CABINEX very large eddy events still resulted in the sampler not being able to catch all of the updraft or downdraft, for 2.5% of the time. Improved statistical calculations and in situ modifications to the DEA software could lead to this number being reduced
even further. Similarly, during field deployment, 12.2% of the time the vertical wind was below $w_{\text{min}}$ resulting in a “null sample”. The threshold of $0.66\sigma$ does not appear to have significantly altered the statistics of sampling enough to cause errors in the estimation of the flux, but it was also perhaps too conservative and smaller thresholds could be used while still eliminating where the problem of accurate sample volume determination. In addition, this “null sample” could be collected in a third sample tube that represents neither updrafts or down drafts and is analyzed in a similar way to the “active” tubes. Such collection methods are routinely employed on REA measurements (e.g., Christiansen et al., 2000; Graus et al., 2006; Turnipseed et al., 2009). However the current ISR and valve system would need to be modified to allow such sampling.

During this work the GC-FID detector provided high sensitivity for isoprene and some terpenes. However, other suitable detectors could be employed such as GC-MS based systems with the potential for multidimensional MS$^n$ analysis that has the ability to determine both the parent ion and fragments of these ions. This analytical capability could be used in future experiments to detect other compounds of interest via DEA, such as the isoprene oxidation products. However; it is typically more difficult to achieve high precision with these detectors when compared to the FID. Although there are still developments and improvements possible in the DEA/TD-4/GC-FID detector, in its current configuration, this instrument has shown the potential of this method as a field-portable micrometeorological instrument for the fast and accurate measurement of atmospheric BVOC concentrations and fluxes.
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Fig. 1. Schematic diagram of the DEA sampling instrument.
Fig. 2. Effect of pressure spikes upon opening the ISR sample valves on the ratio of actual flow rate/target flow rate. To eliminate these pressure spikes, values of \( w \) corresponding to sample times <3.0 s were not sampled. This conservative estimate resulted in the inclusion of a dead-band threshold in the DEA measurements but such a threshold has negligible effect on sample volumes accumulated or calculated flux (see text for details).
Fig. 3. Isoprene concentrations (in ppbv) measured during the 2009 CABINEX campaign via DEA. Data show daily isoprene concentrations during the eight intensives the DEA was deployed. Letters assigned to plots in Fig. 3 and all subsequent figures, represent the days of measurement: (A) = July, (B) = 14 July, (C) = 20 July, (D) = 21 July, (E) = 26 July, (F) = 30 July, (G) = 31 July, (H) = 4 August. Each data point represents the midpoint of the averaging period which ranged from 55 to 115 min. Error bars represent the propagated uncertainty in the derived concentration (see text for details).
Fig. 4. Isoprene fluxes (mg m$^{-2}$ h$^{-1}$) measured during the CABINEX 2009 campaign via DEA during the same eight intensives. Again, data represent time averages flux over the DEA measurement cycle and the tower footprint. Error bars represented the propagated uncertainty associated with each flux measurement data point.
Fig. 5. Averaged isoprene fluxes for the whole CABINEX 2009 campaign versus the corresponding average sensible heat flux (W m$^{-2}$) derived from eddy covariance of sonic anemometer temperature data, averaged to DEA measurement times.
Fig. 6. Comparison of average isoprene flux measured by DEA during CABINEX 2009 to emission algorithms described by Guenther et al. (1993). The emission algorithm over predicts measured isoprene fluxes but are generally within the 1σ standard deviation of the isoprene flux as shown.
Fig. 7. Concentrations of $\alpha$- and $\beta$-pinene measured via DEA during six intensives of the CAB-INEX 2009 campaign. Data show very low concentrations owing to the nature of this forest site as the forest being dominated by isoprene emitting trees rather than terpene emitting species. Error bars represent the propagated uncertainty associated with the monoterpenes measurements. Also plotted are temperature data showing changes driving force for terpene emission are captured in the concentration profile.
Fig. 8. $\alpha$-pinene and $\beta$-pinene fluxes measured by DEA during six intensives during CABINEX 2009. Error bars represent the propagated uncertainty associated with each flux measurement data point. Again, changes in flux mirror changes in ambient temperature over the course of the day.
Fig. 9. Comparison of α-pinene and β-pinene concentrations to a 1-D atmospheric chemistry model. Using data measured during CABINEX 2009 to constrain the model, calculated concentrations of α- and β-pinene compare well with the DEA measurements on two partly-sunny days tested 21 July (D) and 4 August (H), despite the inherently low terpene concentrations at this field site.
Fig. 10. Comparison of pinene and β-pinene fluxes to a 1-D atmospheric chemistry model. Again, fluxes of pinene and β-pinene compare well with the DEA measurements and are significantly within the relatively large uncertainties associated with this emission based model.