Comparison of methods for the determination of NO-O$_3$-NO$_2$ fluxes and chemical interactions over a bare soil

P. Stella$^1$, B. Loubet$^1$, P. Laville$^1$, E. Lamaud$^4$, M. Cazaunau$^2$, S. Laufs$^3$, F. Bernard$^2$, B. Grosselin$^2$, N. Mascher$^1$, R. Kurtenbach$^3$, A. Mellouki$^2$, J. Kleffmann$^3$, and P. Cellier$^1$

$^1$National Institute for Agronomic Research (INRA), UMR EGC, Thiverval-Grignon, France
$^2$Institut de Combustion, Aerothermique, Réactivité et Environnement, ICARE-CNRS, Orléans, France
$^3$Physikalische Chemie, FBC, Bergische Universität Wuppertal, Wuppertal, Germany
$^4$National Institute for Agronomic Research (INRA), UR EPHYSE, Villenave d'Ornon, France

Received: 26 May 2011 – Accepted: 4 August 2011 – Published: 23 August 2011

Correspondence to: P. Stella (patrick.stella@grignon.inra.fr)

Published by Copernicus Publications on behalf of the European Geosciences Union.
Abstract

Tropospheric ozone (O₃) is a known greenhouse gas responsible for impacts on human and animal health and ecosystem functioning. In addition, O₃ plays an important role in tropospheric chemistry, together with nitrogen oxides. Flux measurements of these trace gases are a major issue to establish their atmospheric budget and evaluate the ozone impact onto the biosphere. In this study, ozone, nitric oxide (NO) and nitrogen dioxide (NO₂) fluxes were measured using the aerodynamic gradient method over a bare soil in an agricultural field. Vertical mixing ratio profile measurements were performed with fast response sensors. It was demonstrated that corrections of the aerodynamic gradient for chemical reactions between O₃-NO-NO₂ appeared to be negligible for O₃ fluxes, whereas they accounted for about 10% on average of the NO and NO₂ fluxes. The flux uncertainties were mainly due to uncertainties of the friction velocity. In addition, the use of fast response sensors allowed to reduce the remaining part of the flux uncertainty. The aerodynamic gradient and eddy-covariance methods gave similar O₃ fluxes (within 4%). The chamber NO fluxes were up to 70% lower than the aerodynamic gradient fluxes probably caused by either the spatial heterogeneity of the soil NO emissions or the environmental perturbation due to the chamber.

1 Introduction

Tropospheric ozone (O₃) is a common greenhouse gas responsible for a non negligible part of the radiative forcing (IPCC, 2007). In addition, O₃ is a major pollutant having impacts on human (and animal) health and ecosystem functioning (PORG, 1997; Paoletti, 2005; Paoletti and Grulke, 2005; Ainsworth, 2008; Wittig et al., 2009). Since the 1950s, background O₃ concentrations have doubled and the annual average ozone mixing ratio ranges from 20 to 45 ppb, depending on the geographical location (Vingarzan, 2004). The current global scale pollution models predict an increase in O₃ concentrations by a factor of 2–4 in the coming century (Vingarzan, 2004). Based on recent
ecosystem modelling studies, which include O$_3$ impacts on plants, it is thought that this increase in O$_3$ would lead to a decrease in CO$_2$ absorption by terrestrial ecosystems, which would provide a positive feedback in the atmospheric greenhouse gas budget (Felzer et al., 2007; Sitch et al., 2008).

Nitrogen oxides (NO$_x$ = NO + NO$_2$) are well known for their major role in tropospheric chemistry, in particular for their contribution to the photochemical formation of O$_3$ (Fowler et al., 1998, 1999), and thus their indirect contribution to global warming. Nitrogen oxides are released into the atmosphere from a variety of sources, the major being fossil fuel combustion, and biomass burning. However, soil microbial emissions are also of high interest, especially as they are diffusive sources, which therefore affect the atmospheric chemistry over large areas (Delmas et al., 1997). Global NO$_x$ emissions have increased from 12 Tg$_{N-NO_x}$ yr$^{-1}$ during the pre-industrial area to 40–50 Tg$_{N-NO_x}$ yr$^{-1}$ actually (Denman et al., 2007). Soil nitric oxide (NO) emissions from agricultural soils are estimated to represent 40% of the total soil NO emission (Yienger and Levy, 1995; Aneja and Robarge, 1996). Soil nitric oxide emissions occur mainly through the nitrification and denitrification processes and depend on several factors. The main drivers are the amount of nitrogen fertilization, the soil temperature and soil moisture (Laville et al., 2009).

The extent to which terrestrial ecosystems intervene in the atmospheric budget of O$_3$ and NO$_x$ is of high interest. Several studies have been performed to understand and evaluate the capacity of ecosystems to represent sources or sinks for O$_3$ (Lamaud et al., 2002, 2009; Zhang et al., 2002, 2006; Altimir et al., 2004, 2006; Gerosa et al., 2004; Rummel et al., 2007; Coyle et al., 2009) and NO$_x$ (Butterbach-Bahl et al., 2002; Rummel et al., 2002; Fang and Mu, 2007; Li and Wang, 2007; Sanchez-Martin et al., 2008; Laville et al., 2009, 2011).

Several methods are known to measure trace gas fluxes between the atmosphere and the biosphere. Among the numerous techniques used, it is possible to distinguish between the micrometeorological methods, such as the eddy-covariance (EC) (and those derived such as relaxed eddy-accumulation and disjunct eddy-covariance),
and the aerodynamic gradient methods (AGM) (Foken, 2008), or the chamber methods (Meixner et al., 1997; Denmead, 2008). The micrometeorological methods allow measurements at the landscape scale (from few hectares to several square kilometres), whereas chambers represent the smallest scale (around 1 m²). The eddy-covariance method has been extensively used for studying carbon dioxide and water vapour exchanges in a network of flux measurement sites such as CarboEuroFlux (Aubinet et al., 2000), AmeriFlux (Running et al., 1999), Fluxnet (Baldocchi et al., 2001), CarboEurope-IP (Dolman et al., 2006) and NitroEurope-IP (Skiba et al., 2009) and became the reference method for flux measurements. Nevertheless, for trace gases for which there is a lack of fast response sensors, such as NH₃, the use of aerodynamic gradient methods is still a reference method (e.g. Milford et al., 2009). Moreover, the estimation of fluxes of chemically reactive species, especially ozone, nitric oxide and nitrogen dioxide, requires measuring both the concentrations and the fluxes at several heights to estimate the flux divergence due to chemical reactions (Kramm et al., 1991, 1995; Duyzer et al., 1995). Alternatively, one could measure the flux at several heights simultaneously with the EC method, but this would require several instruments. Nevertheless, there are only few studies reporting comparisons of measurement methods, especially for O₃ and NOₓ, and some of them report contradictory results. As an example, Muller et al. (2009) found a large overestimation in ozone deposition with the AGM when compared to the EC method, whereas Keronen et al. (2003) reported similar values using these two methods. In addition, the few previous comparison studies did not correct the fluxes for chemical reactions before comparing the different methods.

This study reports measurements of NO-O₃-NO₂ fluxes over an agricultural field after wheat harvest, tillage and slurry incorporation. The aim of this study was to measure NO-O₃-NO₂ fluxes by the AGM with a profile system, composed only of fast response sensors. A strong emphasis was given to the quality and uncertainty estimation of the fluxes, as well as on the impact of chemistry between NOₓ and O₃ on the flux divergences. The results of the AGM are compared with O₃ fluxes measured by
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2 Materials and methods

2.1 Site description and meteorological measurements

The experimental site is an agricultural field located at Grignon (48°51’ N, 1°58’ E), 40 km west of Paris. The size of the field is 19 ha with a winter wheat-maize-winter barley-mustard rotation. The soil is a silt loam (31 % clay, 62.5 % silt and 6.5 % sand). The site is surrounded by quite heavy traffic roads on the east, south and south-west, with peaks of traffic between 06:00–07:00 UT and 20:00–22:00 UT. The site is in the plume of Paris during east-north-easterly winds, while the air is relatively clean during south-westerly to north-westerly winds. More details of the site can be found in Laville et al. (2009, 2011), and Loubet et al. (2011).

The experiment was carried out from 20 to 30 August 2009, following cattle slurry incorporation of 98.5 kg N$_{\text{NH}_4}$ ha$^{-1}$ and tillage at 5 cm depth on 5 August 2009. Wheat was harvested just before 31 July 2009. The surface was therefore a mix of bare soil and sparse wheat residues. Soil samples were taken before and after the experimental period, to perform mineral nitrogen analysis.

Meteorological variables were measured half-hourly: incident and reflected solar radiations (CM7B, Kipp & Zonen, NL), net radiation (NR-Lite, Kipp & Zonen, NL), wind speed (cup anemometer, Cimel, FR) and direction (W200P, Campbell Sci. Inc., USA), air temperature and relative humidity (HMP-45, Vaisala, FI) and precipitations (ARG100, Campbell Sci. Inc., USA). In addition, temperature (copper-constantan thermocouple, OMEGA, UK) and wind-speed (cup anemometer, Cimel, FR) profiles were measured at 0.3, 0.7, 1, 1.4, 2, 2.7, 3.8, 5.3 and 7.5 m above the ground. Soil temperature (copper-constantan thermocouple OMEGA, UK) and soil water content (TDR CS 616, Campbell Sci. Inc., USA) profiles were also measured at 5, 10, 20, 30,
70 and 90 cm depth and at 5, 10, 20, 30, 50 and 90 cm depth, respectively. TDR probes were calibrated against soil core samples. The photolysis rate for NO$_2$ ($j_{\text{NO}_2}$) was measured with a filter radiometer (Meteorologie consult GmbH, Germany). In addition, slow response analysers measured O$_3$, NO and NO$_2$ concentrations at 1.6 m (Table 1).

Three methods were used to measure fluxes between the surface and the atmosphere, i.e. aerodynamic gradient (AGM), eddy-covariance (EC) and automatic chambers (CH) methods. The instrument fetches ranged from 100 m to more than 400 m. The footprint analysis reported in Loubet et al. (2011) at 3.17 m height indicated that up to 93 % (average on a 10 days running median) of the field was in the EC mast footprint in spring-summer. Thus, at least 93 % of the field was in the AGM mast footprint since it was lower (see Sect. 2.2) than the EC mast. Each measurement system as well as the flux calculations are explained in the following.

2.2 Aerodynamic gradient measurements

This method was used to determine O$_3$-NO-NO$_2$ fluxes. The O$_3$-NO-NO$_2$ mixing ratio profile measurements consisted of three Teflon PFA (perfluoroalkoxy copolymer) sample lines, each 7 m long with internal diameter of 9.24 mm. The inlets were installed at 0.2, 0.7 and 1.6 m above the ground. The geometric mean measurement height was 0.61 meters. To avoid the condensation of water vapour and avoid photochemical reactions, the sample lines were slightly heated with copper-constantan thermocouples under 12 V tension and protected from radiation, respectively. A flow rate of 40 l min$^{-1}$ in each line was provided by a pump (SV 1010 B, Busch, Switzerland). A subsample line (Teflon PFA, 3.96 mm internal diameter) was connected on each 7 m sample line and connected to a Teflon solenoid valve (NResearch, USA) allowing to sequentially select a sample line. The switch between each line was performed every 30 s. A purge time of 10 s was used to purge the subsample line and the analysers. The flux inside the sample lines was 7 l min$^{-1}$. The total lag time of the system was estimated to 1.6 s. Concentrations were measured with fast chemiluminescent gas analysers for O$_3$, NO and NO$_2$ (Table 1). These instruments were placed in a thermostated box.
(34.0 ± 0.5 °C) (Fig. 1). For NO₂, an ozone scrubber (Drummond Technology, Canada) was used to suppress the interference of O₃. The NO and NO₂ fast sensors were calibrated every 6 h with a TPG titration unit (146C, Thermo-Environment, USA). For O₃, the fast ozone sensor was calibrated every 6 h by regression between measurements of slow and fast ozone sensor at 1.6 m. The flux calculation was performed for time intervals of 30 min. The flux (F_C) of the gas (c) was calculated with the gradient approach (see e.g. Sutton et al., 1993) from friction velocity (u∗) and the concentration scaling parameter (C∗) as:

\[ F_C = -u_\ast \cdot C_\ast \]  

where \( u_\ast \) was measured by eddy-covariance (see Sect. 2.3) and \( C_\ast \) is defined from the stability corrected gradient of scalar concentration (C) with height (z) as:

\[ C_\ast = k \frac{\partial C}{\partial (\ln (z - d) - \Psi_H)} \tag{2} \]

where \( k \) is the von Karman’s constant (0.41), \( d \) the displacement height (m) assumed equal to zero for a bare soil and \( \Psi_H \) the integrated stability correction function for scalars (Dyer and Hicks, 1970):

\[ \Psi_H = -5.2 \frac{z - d}{L_{\text{MO}}} \quad \text{in stable conditions} \quad (L_{\text{MO}} > 0) \tag{3a} \]

\[ \Psi_H = 2 \ln \left( \frac{1 + \left( \frac{1 - 16}{L_{\text{MO}}} \frac{z - d}{L_{\text{MO}}} \right)^{0.25}}{2} \right) \quad \text{in unstable conditions} \quad (L_{\text{MO}} < 0) \tag{3b} \]

where \( L_{\text{MO}} \) (in m) is the Monin-Obukhov length deduced from eddy-covariance measurements (see Sect. 2.3).

The scaling parameter was determined based on the slope between \( C \) and \( \ln(z - d) - \Psi_H \) using linear regression.
2.3 Eddy-covariance fluxes

Eddy-covariance is a “direct measuring” flux method without application of any empirical constant (Foken, 2008). It has been extensively used to estimate turbulent fluxes of momentum, heat and trace gases (Aubinet et al., 2000; Running et al., 1999; Baldocchi et al., 2001; Dolman et al., 2006; Skiba et al., 2009), and is thus not detailed here. Briefly, the EC mast included a 3-D sonic anemometer (R3, Gill Inc., UK) and an open-path infrared absorption spectrometer for water vapour and CO$_2$ (IRGA 7500, LiCor, USA) located at 3.17 m height. Data were sampled and recorded at 50 Hz and the flux calculation was performed for 30 min intervals. Flux calculation was assessed following the CarboEurope methodology (Aubinet et al., 2000), which included a WPL (Webb-Pearman-Leuning) correction for LE flux. From these measurements, the friction velocity ($u_*$ in m s$^{-1}$) and the Monin Obukhov length ($L_{MO}$ in m) were estimated as:

\[
    u_* = \left(-u'w'\right)^{0.5} \tag{4}
\]

\[
    L_{MO} = \frac{\rho u_*^3}{\text{kg} \left(\frac{H}{(T_a + 273) c_p} + 0.61 E\right)} \tag{5}
\]

where $w$ and $u$ are the vertical and the longitudinal components of the wind velocity, respectively, $g$ is the acceleration due to gravity (m s$^{-2}$), $\rho$ is the air density (kg m$^{-3}$), $c_p$ is the air specific heat (J kg$^{-1}$ K$^{-1}$), $T_a$ is the air temperature (°C), $H$ is the sensible heat flux (W m$^{-2}$) and $E$ is the water vapour flux (kg m$^{-2}$ s$^{-1}$). The overbars and the primes denote the time average and the fluctuation term, respectively. The O$_3$ flux was measured by EC using the Ratio Method described in Muller et al. (2010) by operating fast and slow response sensors at 3.17 m height simultaneously (Table 1):
\[ F_{O_3} = \frac{w'X'_{O_3}}{X_{O_3}} \cdot [O_3] \]  \hspace{1cm} (6)

where \( X_{O_3} \) is the \( O_3 \) fast sensor signal and \([O_3]\) is the mean absolute \( O_3 \) concentration averaged over 30 min from the slow response sensor.

### 2.4 Flux uncertainty analysis and detection limits

One indicator of the AGM flux quality is the gradient signal to noise ratio \((\Delta C/\sigma_C)\) which was estimated as the average of the concentration difference between two successive levels, divided by the averaged concentration standard deviation. This parameter evaluates the ability to resolve the vertical mixing ratio gradient based on real data, which integrates the analyser precision and the gradient representativeness over the background concentration fluctuation.

The relative uncertainty of the AGM flux was expressed as:

\[ \frac{\sigma_{F_C}}{F_c} = \sqrt{\left( \frac{\sigma_{u_*}}{u_*} \right)^2 + \left( \frac{\sigma_{C_*}}{C_*} \right)^2} \]  \hspace{1cm} (7)

where \( \sigma \) represents standard deviations. The standard deviation of \( u_* \) was estimated based on the approach of Richardson et al. (2006) derived from the basics equations of turbulence:

\[ \frac{\sigma_{u_*}}{u_*} = \left[ \left( 2 \cdot \tau_t \right)^{0.5} \cdot \left( \frac{1 + \left( \frac{w'u'}{\sigma_w \sigma_u} \right)^2}{\left( \frac{w'u'}{\sigma_w \sigma_u} \right)^2} \right)^{0.5} \right]^{0.5} \]  \hspace{1cm} (8)

where \( \tau_t \) is the integral timescale (i.e. the integral of the auto-correlation function) of the vertical wind velocity, \( t \) is the averaging time (1800 s) and \( \sigma_w \) and \( \sigma_u \) are the standard deviations \( w \) and \( u \).
The standard deviation of $C_*$ ($\sigma_{C_*}$) was determined as the standard deviation of the slope between $C$ and $(\ln(z - d) - \Psi_H)$ by linear regression. However, in order to include the uncertainty in both $C$ and $\Psi_H$, the linear regression was performed every 30 min on a randomly chosen dataset $[N(C, \sigma_C), \Psi_H(N(u_*, \sigma_{u_*})]$ with a number of data chosen to represent the number of independent data acquired with the fast sensors (at a frequency smaller than the inverse of the integral time scale $\tau_I$ (Lenschow et al., 1994). Here the integral time scale $\tau_I$ was calculated using Edire software.

The flux detection limit was determined empirically as the sum of the intercept of the linear regression between $\sigma_F$ and $F$ and the standard deviation of the intercept.

### 2.5 Flux divergence due to chemical reactions

NO, NO$_2$, and O$_3$ are subject to (photo-) chemical reactions, thus leading to chemical sources and sinks of these gases within the layer represented by the measurements. These chemical sources and sinks lead in turn to a vertical flux divergence between the surface and the measurement height, which should be taken into account if one is looking for the ecosystem flux. This is true, for instance, when studying O$_3$ impacts on plants, since the real O$_3$ flux experienced by the plant may not be that measured at a certain height above the surface. This is also valid for NO when comparing NO fluxes measured with chambers and those measured with EC or the AGM. According to Remde et al. (1993) and Warneck (2000), the main gas phase reactions for the NO-O$_3$-NO$_2$ triad are:

\[
\text{NO} + \text{O}_3 \overset{k_r}{\rightarrow} \text{NO}_2 + \text{O}_2 \quad \text{(R1)}
\]

\[
\text{NO}_2 + \text{O}_2 + h\nu \overset{j_{\text{NO}_2}}{\rightarrow} \text{NO} + \text{O}_3 \quad \text{(R2)}
\]

where $k_r = 44.4 \exp(-1370/(T_a + 273))$ in ppm$^{-1}$ s$^{-1}$, e.g. Walton et al., 1997) and $j_{\text{NO}_2}$ are the rate coefficient and the photolysis frequency for Reactions (R1) and (R2), respectively.
A simple method based on mass conservation for NO-O_3-NO_2 triad, proposed by Duyzer et al. (1995), was used to calculate the NO, O_3 and NO_2 flux divergences. This method assumes that the corrected flux can be approximated by the uncorrected flux. According to the simple equations for the flux derived by Lenschow and Delany (1987), Duyzer et al. (1995) demonstrated that, for heights lower than 4 meters, the general form of the flux divergence is:

\[
\left(\frac{\partial F}{\partial z}\right)_z = a \ln (z) + b
\]  

(9)

The factors \(a\) for NO_2, NO and O_3 are calculated as:

\[
a_{\text{NO}_2} = -a_{\text{NO}} = -a_{\text{O}_3} = -\frac{\phi_H}{k u_*} \left[ k_r \left( [\text{NO}] \cdot F_{\text{O}_3} + [\text{O}_3] \cdot F_{\text{NO}} \right) - j_{\text{NO}_2} \cdot F_{\text{NO}_2} \right]
\]  

(10)

where \([\text{NO}]\) and \([\text{O}_3]\) are concentrations at the geometric mean height of the profile measurements and \(\phi_H\) is the stability correction function for heat. Following Dyer and Hicks (1970) and Webb (1970):

\[
\phi_H = \begin{cases} 
1 - 16 (z - d)/L_{\text{MO}} & -2 \leq (z - d)/L_{\text{MO}} \leq 0 \\
1 + 5 (z - d)/L_{\text{MO}} & 0 \leq (z - d)/(z - d) \ L_{\text{MO}} \leq 1 .
\end{cases}
\]

(11a, 11b)

As shown by Lenschow and Delany (1987), the flux divergence at higher levels approaches zero. The factor \(b\) was calculated for NO_2, NO and O_3 as \(b = -a \ln(z_2)\), where \(z_2 = 1.6\) m, hence assuming that at \(z = 1.6\) m the flux divergence was zero. This assumption was made since measurements at higher heights were not available. The corrected surface fluxes \(F_0\) are then approximated as:

\[
F_0 = F_{z_1} + \int_{z_1}^{z_2} \left(\frac{\partial F}{\partial z}\right)_z \ dz = F + a z_1 \left(1 + \ln \left(z_2/z_1\right)\right).
\]

(12)
2.6 Turbulent transport and chemical reaction times

The comparison between the turbulent and the chemical time scales indicates if chemical reactions may occur within the transport of chemical species, and, therefore whether these can be treated as passive scalar or not. The turbulent transport time ($\tau_{\text{trans}}$ in s) between the measurement height ($z_m$) and the ground surface was simply expressed as the transfer resistance through each layer multiplied by the layer height (Garland, 1977):

$$\tau_{\text{trans}} = R_a(z) \times (z_m - z_0) + R_b \times (z_0 - z_0') \approx R_a(z) \times (z_m - z_0)$$  \hspace{1cm} (13)

where $R_a(z)$ (s m$^{-1}$) is the aerodynamic resistance, calculated following Garland (1977) and $z_0$ and $z_0'$ represent the roughness height for momentum and scalars (m), respectively. The contribution of the quasi-laminar boundary layer ($R_b \times (z_0 - z_0')$) was evaluated as being negligible (1.3% ± 0.7%), and was therefore neglected. The chemical reaction time for NO-O$_3$-NO$_2$ triad ($\tau_{\text{chem}}$ in s) was evaluated at the measurement height following the approach of Lenschow (1982) as:

$$\tau_{\text{chem}} = \left[ \frac{j_{\text{NO}_2}^2 + k_r^2 \left( [\text{O}_3] - [\text{NO}] \right)^2 + 2 j_{\text{NO}_2} k_r \left( [\text{O}_3] + [\text{NO}] + 2[\text{NO}_2] \right)}{2} \right]^{0.5} \cdot (14)$$

Based on this expression, the chemical depletion times for NO, O$_3$ and NO$_2$ were estimated as the asymptotic limits of Eq. (14) when either NO, O$_3$ or NO$_2$ concentration was becoming the dominant specie (see also De Arellano and Duynkerke, 1992):

$$\tau_{\text{deplNO}} = \frac{1}{k_r \cdot [\text{O}_3]} \cdot (15a)$$

$$\tau_{\text{deplO}_3} = \frac{1}{k_r \cdot [\text{NO}]} \cdot (15b)$$

$$\tau_{\text{deplNO}_2} = \frac{1}{j_{\text{NO}_2}} \cdot (15c)$$
Given \( \tau_{\text{trans}} \) and \( \tau_{\text{chem}} \), the Damköhler number (DA) is defined as:

\[
DA = \frac{\tau_{\text{trans}}}{\tau_{\text{chem}}}. \tag{16}
\]

### 2.7 Automatic chamber flux measurements

The automatic chamber method was used to determine NO emissions from soil. Details can be found in Laville et al. (2011). Briefly, 6 automatic chambers in stainless steel (0.7 m × 0.7 m in area and 0.2 m height) measured continuously NO fluxes. The chambers were closed in sequence for 15 min each. The complete duration of one measurement cycle was therefore 01:30 h. The NO and \( O_3 \) concentrations inside the chambers were measured using slow sensors (Table 1). The fluxes of NO without corrections for chemical reactions were calculated as:

\[
F_{\text{NO}} = \frac{V}{A} \frac{\partial [\text{NO}]}{\partial t} \tag{17}
\]

where \( F_{\text{NO}} \) is the NO flux, \( V \) the chamber headspace volume, \( A \) the ground area covered by the chamber and \( \partial [\text{NO}] / \partial t \) the time derivative of the NO concentration. The NO flux was determined during the first 3 min after chamber closure. Because of the long residence time of the air in the head space of the chamber, the NO fluxes need to be corrected for reactions with \( O_3 \) and \( NO_2 \). This was done following Laville et al. (2011), based on measurements of NO, \( NO_2 \) and \( O_3 \). As the chambers were opaque to solar radiation, only the reaction between NO and \( O_3 \) was considered and the photolysis of \( NO_2 \) was ignored. The corrected NO flux from chamber method is given as:

\[
F_{\text{NOcorr}} = \frac{V}{A} \left( \frac{\partial [\text{NO}]}{\partial t} + k_r \cdot [\text{NO}] \cdot [O_3] \right). \tag{18}
\]
2.8 Modelled ozone flux over bare soil

In order to compare the measured ozone fluxes with existing literature, the ozone flux was modelled following the resistance analogy (Wesely and Hicks, 2000). The ozone deposition velocity \( V_{dO_3}(z) \) was expressed as:

\[
V_{dO_3}(z) = \frac{1}{R_a(z) + R_{bo3} + R_{soil}} \tag{19}
\]

where \( R_{bo3} \) (s m\(^{-1}\)) is the soil quasi-laminar boundary layer resistance for ozone calculated following Garland (1977) and \( R_{soil} \) (s m\(^{-1}\)) is the soil resistance for ozone. \( R_{soil} \) was calculated using the parameterisation proposed by Stella et al. (2011) as:

\[
R_{soil} = R_{soil_{min}} \times e^{(k \times RH_{surf})} \tag{20}
\]

\[
RH_{surf} = \frac{P_{vap_{surf}}}{P_{sat}(T_{surf})} \times 100 \tag{21}
\]

where RH\(_{surf}\) is the surface relative humidity at \( z_0' \) (the roughness height for scalars), \( P_{vap_{surf}} \) the water vapour pressure at \( z_0' \) (Pa) and \( P_{sat}(T_{surf}) \) the saturation vapour pressure at \( z_0' \) (Pa). \( R_{soil_{min}} \) (set at 21 s m\(^{-1}\)) is the dry soil resistance (i.e. at RH\(_{surf}\) = 0 %) and \( k \) (set at 0.024) is an empirical coefficient of the exponential function, both calibrated against a range of conditions in Grignon (Stella et al., 2011). The modelled ozone flux to the soil \( (F_{soilO_3}) \) was obtained as:

\[
F_{soilO_3} = -V_{dO_3}(z) \cdot [O_3](z). \tag{22}
\]
3 Results

3.1 Overview on meteorological conditions, concentrations and AGM fluxes of O$_3$, NO and NO$_2$

The experimental period was quite sunny with global radiation reaching 800 W m$^{-2}$ at noon, apart from 24 and 27 August, during which global radiation only reached 400 W m$^{-2}$. It rained on 24 August with a cumulated precipitation of 2 mm (Fig. 2a). The period was dry and warm. The relative humidity was around 80% during night-time and decreased to about 30% during daytime (Fig. 2b). Air temperature varied between 15°C during night-time and 25°C during daytime (Fig. 2c). During the measurement period, the wind blew from Paris from 22 to 24 August and during the night of 25 to 26 August (Fig. 2d). The WFPS (water-filled pore space) in the 0–10 top soil layer was around 29% during the whole period.

During the measurement campaign, the friction velocity ranged from around 0.03 m s$^{-1}$ during night-time to around 0.45 m s$^{-1}$. The friction velocity had a marked daily dynamics. It was at a minimum during night-time, increased during the morning to reach its maximum at noon and then decreased to its minimum during the afternoon. Globally, the end of the measurement campaign (from 26 to 30 August 2009) was characterised by stronger friction velocities than during the first part of the campaign, both during night-time and daytime (Fig. 2e).

The mixing ratios of O$_3$, NO and NO$_2$ featured a strong daily and day-to-day variation. The ozone concentrations expectedly increased during the early morning to reach a maximum in the early afternoon. Night-time ozone levels were between 0 and 30 ppb, whereas daytime levels were between 40 and 60 ppb. The O$_3$ mixing ratio variation between daytime and night-time was larger during the beginning, than towards the end of the experiment. The NO and NO$_2$ mixing ratio variations were markedly different: the minimum occurred during daytime and the maximum occurred during the early morning (between 05:00 and 07:30 UT) and the early evening (between 20:00 and 22:00 UT) during traffic peaks. The highest NO$_x$ mixing ratios were observed during easterly
winds, i.e. when air masses originated from the city of Paris. These mixing ratio peaks were less marked for NO than for NO$_2$, with NO$_2$ mixing ratio always greater than those of NO (Fig. 2f).

The fluxes of O$_3$, NO and NO$_2$ estimated using the aerodynamic gradient method are represented in Fig. 2g. These fluxes were uncorrected for chemical reactions; i.e. directly obtained using Eq. (1). For ozone and NO$_2$, deposition was observed, whereas NO was emitted from the ground. The ozone flux showed a marked day cycle. It increased during the early morning to reach a maximum at noon and then decreased to nearly zero during night. The NO flux was small during most of the measurement campaign, and peaked on 24 August and 25 August following the rain event. The NO$_2$ flux had a less clear dynamics with alternating increases and decreases in the flux (Fig. 2g).

### 3.2 Concentration gradients and AGM flux uncertainties

Nitric oxide (NO) concentrations measured with slow and fast sensors agreed very well with a very weak difference of less than 1% over the whole period (Fig. 3). On the contrary, NO$_2$ concentrations measured with the slow sensor were systematically higher, up to 25% in mean over the whole period, than those measured with the fast sensor (Fig. 3).

Ozone mixing ratio gradients were quite large with a mixing ratio difference between the two highest levels ranging generally from 0.35 ppb to 1.65 ppb and between the two lowest levels ranging from 0.7 ppb to 2.4 ppb. The mixing ratio differences were smaller for NO and NO$_2$ with only around 0.15 ppb, although they could reach 0.35 ppb and 0.8 ppb for NO and NO$_2$, respectively. However, O$_3$ and NO$_2$ concentrations increased with height indicating deposition fluxes on average, whereas NO mixing ratio decreased with height indicating an emission flux on average (Table 2).

The “gradient signal to noise ratio” $\Delta C/\sigma_C$ showed a diurnal dynamics for the three gases: this ratio was higher during night-time and decreased during daytime, following the change in turbulent mixing. However, for ozone, this ratio was systematically
greater than 1, whereas for NO and NO$_2$ it was generally below 1 during daytime (except from 24 to 26 August for NO) and larger than 1 at night (Fig. 4).

The relative uncertainty of the AGM fluxes decreased exponentially with increasing friction velocity (Fig. 5). The relative flux uncertainties ranged from 150–200% for the lowest $u_*$ to around 20%, 30% and 40% for O$_3$, NO$_2$ and NO, respectively, for the highest $u_*$. The relative $u_*$ uncertainty ranged from 90% to 15% whereas $C_*$ relative uncertainty varied from 110% to 5%, 25% and 35% for O$_3$, NO$_2$ and NO, respectively.

Based on the standard deviation of the flux, the flux detection limit was estimated as 0.08 nmol m$^{-2}$ s$^{-1}$ for O$_3$, 0.33 nmol m$^{-2}$ s$^{-1}$ for NO$_2$ and 0.22 nmol m$^{-2}$ s$^{-1}$ for NO.

### 3.3 Flux divergences due to chemical reactions

The surface fluxes calculated using Eq. (12) were higher than those at the measurement height for NO and NO$_2$, whereas they were lower for O$_3$. Although the magnitude of flux difference was the same for the three trace gases, the NO, NO$_2$ and O$_3$ fluxes were not affected in the same extent in terms of percentages. The mean flux correction over the whole campaign was estimated to be less than 1%, 8% and 10% for O$_3$, NO$_2$ and NO, respectively. For the latter two trace gases the flux difference increased markedly and could reach up to 80% when the Damkohler number became greater than unity (see Fig. 6). Such conditions typically occurred between 19:00 and 04:30 UT.

The comparison between the chemical reaction time of the NO-O$_3$-NO$_2$ triad and the chemical depletion times for NO, O$_3$ and NO$_2$ showed that $\tau_{\text{chem}}$ was particularly close to $\tau_{\text{depl,NO}}$ whereas $\tau_{\text{depl,O}_3}$ and $\tau_{\text{depl,NO}_2}$ were systematically greater than $\tau_{\text{chem}}$ (Fig. 7).
4 Discussion

4.1 Quality of NO-O\textsubscript{3}-NO\textsubscript{2} AGM fluxes

One critical point when using the aerodynamic gradient method is to measure the concentrations of gases at different height with sufficient accuracy and precision. Nitric oxide mixing ratios measured with the fast response analyzer agreed very well with the slow response analyzer, whereas NO\textsubscript{2} mixing ratios from the slow response sensor were larger than with the fast response sensor (Fig. 3). The slow sensor uses a molybdenum converter heated at 325° C to convert NO\textsubscript{2} to NO and evaluates NO\textsubscript{2} mixing ratio by the difference between NO\textsubscript{x} and NO mixing ratios. This catalytic conversion is unfortunately not specific to NO\textsubscript{2}. Several compounds as peroxyacetyl nitrate (PAN), nitrous acid (HONO), HNO\textsubscript{3} and organic nitrates are also converted to NO and therefore induce an overestimation of the NO\textsubscript{2} mixing ratio (Parrish and Fehsenfeld, 2000; Dari-Salisburgo et al., 2009). The interference using a molybdenum converter could be as large as 50% of the apparently measured NO\textsubscript{2} concentration in some reported studies (Dunlea et al., 2007). The fast NO\textsubscript{2} sensor measures the chemiluminescence produced by the reaction between NO\textsubscript{2} and an alkaline luminal solution. The only interference reported is with O\textsubscript{3}, quoted as less than 1%, and PAN, quoted at 25% of the equivalent concentration of NO\textsubscript{2} (Nikitas et al., 1997). However, the fast NO\textsubscript{2} analyser was used with an O\textsubscript{3} scrubber, and the fact that the analyser with the molybdenum sensor gave larger concentrations rather suggests that the slow sensor was subject to positive interferences, probably due to the presence of other reactive nitrogen species (NO\textsubscript{y}).

The gradient system was able to measure with a sufficient accuracy the O\textsubscript{3} mixing ratio gradient, as shown by the gradient signal to noise ratio (\(\Delta C/\sigma_C\)), which was always higher than unity. On the contrary, the NO and NO\textsubscript{2} mixing ratio gradient measurements were generally very close to or below the detection limit, except during night-time and during the NO flux peak (Fig. 4). This larger noise in the NO and NO\textsubscript{2} gradients was both due to a combination of small fluxes (Fig. 2) and large local advection of NO.
and NO$_2$ from the nearby traffic lines. Indeed, since the lifetime of ozone is greater than those of NO$_x$ (Logan, 1983), the ozone concentration as a secondary pollutant is expected to show smaller fluctuations than NO and NO$_2$.

The relative uncertainty of O$_3$, NO and NO$_2$ fluxes was dependent on the friction velocity and ranged from 150–200% to 20%, 40% and 30% respectively (Fig. 5). Flux relative uncertainties were mainly due to $u_*$ uncertainty, on the one hand through its contribution to $\sigma_{u_*/u_*}$ and on the other hand through its contribution to the scaling parameter error (i.e. in the $\Psi_H$ function through Monin-Obukhov length estimation). It is noticeable that the O$_3$ flux uncertainty was near two times lower than the NO and NO$_2$ flux uncertainties when $u_*$ was large (typically daytime conditions). This can be explained by the precision of the O$_3$ mixing ratio gradient compared to NO and NO$_2$ gradients. During daytime, the O$_3$ flux was large, which led to a large mixing ratio gradients ($\Delta C/\sigma_C > 1$), as opposed to the NO and NO$_2$ mixing ratio gradients which were much smaller. On the opposite, during night-time, the uncertainties of the gradient are small and of similar magnitude for the three gases (Fig. 4), but in this case, the flux uncertainty is dominated by the uncertainty on $u_*$ which affects both terms $\sigma_{u_*/u_*}$ and $\sigma_{C_*/C_*}$ of Eq. (7).

The large number of concentration points available to evaluate the concentration at each level using fast sensors is beneficial in diminishing the flux uncertainty. Figure 8a shows indeed that the relative flux uncertainty diminishes with the number of measurements points per level over a 30 min period. In the present study, the use of fast response sensor provided approximately 2000 measurements per level per 30 min. However, Fig. 8a is constructed assuming that all points are independent (any cross-correlation between the data is equal to zero). Since by definition, the integral time scale $\tau_I$ is the time over which the turbulent signal is correlated to itself (Lenschow et al., 1994), the number of independent points to be considered are those points sampled at a frequency $f_I = \tau_I^{-1}$. In the example considered in Fig. 8a, the number of point was evaluated as 327 per level per 30 min. The resulting relative flux uncertainty is quite close to the minimal one, i.e. around 30% for the example considered. Under the
hypothesis of the use of slow response sensor, only 40 measurements per level per 30 min would be available, which corresponded to a relative flux uncertainty ranging from 35% up to 40%. In addition, the term \( \sigma_{u^*}/u^* \) is constant and was equal to 30% in the example considered, and the term \( \sigma_{C^*}/C^* \) is equal to 10% to 20% for 40 measurements per level per 30 min and equal to 5% for 327 measurements per level per 30 min. Thus, the use of fast sensor allowed to diminish the relative \( C^* \) uncertainty by a factor 2 to 4 for the example considered here. However, over the whole campaign, the use fast response sensor was only beneficial during daytime when friction velocity was high and the integral time scale was small (Fig. 8b). From the overall look at the dataset, we find that an acquisition frequency of around 1.2 Hz would have been optimum in our case (Fig. 8b). This conclusion would change depending on the average \( u^* \) at the site studied.

### 4.2 Influence of chemical reactions

In contrary to inert gases such as CO\(_2\) and H\(_2\)O, the fluxes of reactive species in the surface boundary layer may diverge with height. In the case of the NO-O\(_3\)-NO\(_2\) triad, this was shown in previous studies (Kramm et al., 1996; Walton et al., 1997). In addition, the specific chemistry between NO\(_x\) and O\(_3\) induces a mass conservation leading to height invariant-fluxes for NO\(_x\) (NO + NO\(_2\)) and O\(_x\) (NO\(_2\) + O\(_3\)) species (Kramm et al., 1996; Walton et al., 1997). Although the absolute magnitude of the flux divergence was similar for NO, NO\(_2\) and O\(_3\), the relative correction was very different. The correction of ozone flux was typically negligible (around 1% in mean), whereas for NO and NO\(_2\) it reached 10% and 8% in mean, respectively. The same result were reported by Galmarini et al. (1997) during an experimental study, for which there was no substantial difference between O\(_3\) and inert species fluxes, whereas NO and NO\(_2\) flux divergence were strongly affected by chemistry. This is due to the magnitude of each flux. Indeed, the ozone flux (mean: \(-4.27\) nmol m\(^{-2}\)s\(^{-1}\)) was ten times higher than the NO and NO\(_2\) fluxes (mean: 0.41 and \(-0.33\) nmol m\(^{-2}\)s\(^{-1}\), respectively).
At the half-hourly time scale, the flux divergence was highly variable and could reach 25% for O₃ and up to 80% for NO and NO₂ (Fig. 6a to c). The flux divergence for the three gases was dependent on the Damköhler number. The chemical reaction time was similar to the chemical depletion time for NO, whereas the chemical depletion times for NO₂ and O₃ were systematically higher (Fig. 7). This result demonstrated that the flux divergence was due to the reaction between NO and O₃ and was limited by NO whose mixing ratio was the lowest, and was not caused by NO₂ photolysis. During the campaign, O₃ concentrations ranged between 15 ppb (≈6.2 × 10² nmol m⁻³) and 60 ppb (≈24.9 × 10² nmol m⁻³), whereas NO concentrations only ranged between 1 ppb (≈0.4 × 10² nmol m⁻³) and 10 ppb (≈4.2 × 10² nmol m⁻³) (Fig. 2f). In addition, the reaction between NO and O₃ is a second order reaction but could be defined as a pseudo-first order reaction when one the two compounds is available in excess. Since O₃ was in excess compared to NO in this study, the reaction between NO and O₃ could be assumed as a pseudo first order reaction and a new pseudo first order reaction rate constant for this reaction could be defined as $k'_r = k_r \cdot [O_3]$ (in s⁻¹).

The flux divergence sharply increased, especially for NO and NO₂, when the Damköhler number became greater than 1, i.e. when turbulent transport was slower than chemical reactions (Fig. 5a to c). This typically occurred during night-time, when the friction velocity was very low. Chemistry between NO and O₃ could occur and thus induce a flux divergence due to chemical reactions. For $DA \ll 1$ (i.e. when turbulent transport is much faster than the chemical transformation time), chemistry did not influence the flux. We have considered the concentrations at the mean geometrical height to calculate $\tau_{chem}$, which was not representative of surface conditions. This fact could explain the remaining divergence when $DA \ll 1$, in particular for NO₂ fluxes. Indeed, although the Damköhler number was lower than 1, the surface flux was still different than the flux measured by AGM. In the case of NO₂, the flux correction ranged between 0% and 25% (Fig. 6c). Near the ground, O₃ concentrations were lower and NO concentrations higher than those at the mean geometrical height. Thus, NO emitted from soil could rapidly react with O₃ to form NO₂, which induced a divergence in O₃.
4.3 Comparison of AGM fluxes with EC O₃ and automatic chambers NO fluxes

There are only few studies reporting comparisons of measurement methods, especially for O₃ and NOₓ, and most of them do not account for the chemical flux divergence. Ozone fluxes measured using aerodynamic gradient method showed a reasonable agreement with ozone fluxes measured by eddy-covariance (Fig. 9a). Over the whole period, the difference between EC and AGM ozone fluxes was only about 4%, which is in the range of the O₃ flux uncertainty. However for the lowest fluxes, i.e. smaller than $-2 \text{ nmol m}^{-2} \text{s}^{-1}$, ozone fluxes from eddy-covariance measurements were smaller compared to AGM fluxes. These conditions typically corresponded to night-time when small $u_*$ occurred. It is well recognized that eddy-covariance method underestimates fluxes during nocturnal conditions with low $u_*$ (Goulden et al., 1996; Gu et al., 2005; Moureaux et al., 2006). Many reasons, such as drainage and intermittent turbulent transfer in time and space (Massman and Lee, 2002), could explain the underestimation of ozone fluxes using the EC method, leading to the discrepancy with the AGM flux measurements. It is also very well known that AGM fluxes are subject to large uncertainties under stable conditions (Foken, 2008).

The comparison between NO fluxes measured using automatic chambers and AGM method showed a good correlation. However, NO fluxes measured by chambers were nearly five times smaller than those measured by AGM during the large NO emission peak between 24 and 26 August 2009 without corrections for chemical reactions (Fig. 10). Chemical reactions explained only a part of this discrepancy. Indeed, although chemical corrections were included in the flux calculation, the fluxes estimated from chambers were three times lower than those measured by AGM during the large NO emission between 24 and 26 August 2009 (Fig. 10). In addition to chemical reactions in the chamber, other reasons could explain the difference between NO fluxes measured by chambers and AGM methods. On the one hand, it is well known that NO emissions are quite heterogeneous as shown by the large difference between maximal
and minimal NO fluxes measured by the 6 automatic chambers (Fig. 10). It seems however that spatial variability could not explain solely the difference as the maximal NO fluxes measured by chambers were still twice as small as the AGM NO fluxes during the peak NO emission. However, it must be noted that chamber measurements were not in the AGM footprint, even if the nitrogen treatment was the same for the whole field. Thus, it was possible that in the AGM footprint, NO emissions were greater than in the area where the automatic chambers were installed. On the other hand, the increase in NO emissions followed a weak rainfall event on 24 August 2009, with only 2 mm cumulated. The NO emission was thus enhanced by a small increase in humidity at the soil surface. Since this rainfall event was short, it was likely that chambers did not receive the same amount of water because of the chamber cover. Thus, the soil surface inside the chambers may be not in the same hydric state as outside, limiting soil NO emission and leading to underestimation of NO fluxes using chamber method.

4.4 Comparison of O$_3$, NO and NO$_2$ fluxes with previous studies

During the experiment, the mean surface O$_3$ flux was $-4.27 \text{nmol m}^{-2} \text{s}^{-1}$ and ranged from around 0 during nighttime to $-15 \text{nmol m}^{-2} \text{s}^{-1}$ in early afternoon (Fig. 2g). The measured ozone fluxes were in good agreement with modelled soil ozone fluxes (Fig. 9b). This fact indicates that the main environmental variables controlling soil ozone fluxes were friction velocity owing to its role in turbulent transfer, surface relative humidity and air ozone mixing ratio. Previous studies performed over forests, grasslands and agricultural fields reported O$_3$ fluxes ranging from 0 to $-40 \text{nmol m}^{-2} \text{s}^{-1}$ (Coe et al., 1995; Bassin et al., 2004; Gerosa et al., 2004, 2005, 2007; Altimir et al., 2006; Cieslik, 2009; Fares et al., 2010). However, the O$_3$ fluxes are highly dependent on ambient ozone concentrations and thus vary according to time of the day, seasons and geographical regions. In terms of ozone deposition velocity ($V_{dO3}$), the determined $V_{dO3}$ at 0.61 m ranged from 0.1 cm s$^{-1}$ during nighttime to 0.5 cm s$^{-1}$ during daytime (Fig. 11). These values were quite low compare to those measured over developed
canopies such forest (Zhang et al., 2002, 2006) but similar to $V_{\text{do}_3}$ over bare soil (Stella et al., 2011).

The NO$_2$ deposition was ten times lower than ozone fluxes, with average flux of $-0.33 \text{ nmol m}^{-2} \text{s}^{-1}$. As for ozone fluxes, NO$_2$ fluxes are highly dependent on atmospheric NO$_2$ mixing ratio which lead to highly variables fluxes according to season and regions. Previous studies reported variables NO$_2$ deposition fluxes: Fang and Mu (2007) found NO$_2$ fluxes of $-0.08$ and $-0.05 \text{ nmol m}^{-2} \text{s}^{-1}$ for cabbage and soybean fields, respectively, for air NO$_2$ concentrations around 2 ppb while Pilegaard et al. (1998) reported fluxes reaching $-4.3 \text{ nmol m}^{-2} \text{s}^{-1}$ over an harvested wheat field under air concentrations reaching 50 ppb. Similarly to our study, Butterbach-Bahl et al. (2002) reported NO$_2$ fluxes around $-0.5 \text{ nmol m}^{-2} \text{s}^{-1}$ in mean and ranging from $-0.17$ to $-1.23 \text{ nmol m}^{-2} \text{s}^{-1}$ for NO$_2$ concentrations around 5 ppb. In terms of deposition velocity, $V_{d\text{NO}_2}$ ranged from 0.2 cm s$^{-1}$ during nighttime to 0.55 cm s$^{-1}$ during daytime. Pilegaard et al. (1998) reported maximal daily $V_{d\text{NO}_2}$ about 0.35 cm s$^{-1}$ and Zhang et al. (2005) found $V_{d\text{NO}_2}$ ranging from 0.1 cm s$^{-1}$ to 0.45 cm s$^{-1}$ according to the season. The surface resistance for NO$_2$ found during this experiment ranged from 200 to 800 s m$^{-1}$, but no visible dynamics appeared during the campaign. These values were in agreement with surface resistances reported by Watt et al. (2004) for turfgrass, ranging from 300 to 700 s m$^{-1}$, but quite low compared to those proposed by Wesely (1989) for terrestrial ecosystems (from 270 to 3800 s m$^{-1}$).

The soil NO emission was generally close to zero due to the dry soil condition (WFPS around 29 %), except following the small rainfall event which increased the soil NO emission up to $5 \text{ nmol m}^{-2} \text{s}^{-1}$. The NO emissions fluxes during this period were similar to previous studies: Li and Wang (2007) reported NO emission fluxes varying between 2 and $7 \text{ nmol m}^{-2} \text{s}^{-1}$ for cabbage field, and Laville et al. (2005) reported fluxes of $0.5 \text{ nmol m}^{-2} \text{s}^{-1}$ in mean and reaching $12.5 \text{ nmol m}^{-2} \text{s}^{-1}$ after fertilization for the same site.
5 Summary and conclusions

The study reports measurements of NO, \( \text{O}_3 \) and \( \text{NO}_2 \) fluxes using the aerodynamic gradient method. The mixing ratio profile measurements were done using fast response sensors. The experiment was performed over an agricultural field during a period with bare soil, from 20 to 30 August 2009. The aim of this study was to evaluate flux measurements using the AGM, to understand to which extent NO, \( \text{O}_3 \) and \( \text{NO}_2 \) fluxes were affected by chemical reactions and to compare them to results from dynamic chambers and the EC method.

The comparison of concentrations measured with slow and fast response sensors showed a good agreement between the instruments, except for \( \text{NO}_2 \). The conversion of \( \text{NO}_2 \) to NO using a molybdenum converter heated at 325°C is not specific to \( \text{NO}_2 \) explaining the observed overestimation of the slow sensor.

The AGM flux uncertainties were mainly due to friction velocity. The relative flux uncertainties ranged from 150–200\% for the lowest \( u_* \) to around 20\%, 30\% and 40\% for \( \text{O}_3 \), \( \text{NO}_2 \) and NO, respectively, for the highest \( u_* \). However, the use of a fast sensor allowed to diminish the uncertainty. Flux detection limits of the AGM of 0.08 \( \text{nmol m}^{-2} \text{s}^{-1} \) for \( \text{O}_3 \), 0.33 \( \text{nmol m}^{-2} \text{s}^{-1} \) for \( \text{NO}_2 \) and 0.22 \( \text{nmol m}^{-2} \text{s}^{-1} \) for NO were estimated.

Flux divergences due to chemical reactions were only 1\% for \( \text{O}_3 \), but around 10\% for NO and \( \text{NO}_2 \). In addition, the flux divergence of NO and \( \text{NO}_2 \) increased when the chemical time scale became smaller than the turbulent transport time and could reach 80\%. It was evaluated that the flux divergence was due to the reaction between NO and \( \text{O}_3 \), where NO was the limiting compound, and was not caused by the \( \text{NO}_2 \) photolysis. This study showed that above a bare soil, when ozone fluxes are particularly stronger than NO and \( \text{NO}_2 \) fluxes, the impact of chemistry upon ozone fluxes could be neglected, in contrary to NO and \( \text{NO}_2 \) fluxes.

The comparison of the measurement methods showed that the aerodynamic gradient and eddy-covariance methods provided similar \( \text{O}_3 \) fluxes except during nighttime conditions with low friction velocities affecting both EC and AGM fluxes measurements.
The NO fluxes determined with the dynamic chamber method were lower than those obtained by the AGM, due to heterogeneous soil NO emissions and a probable perturbation of the soil surface by the presence of chambers.

Thus, this study showed that, contrary to the comparison reported by Muller et al. (2010), the ozone fluxes measured by AGM and EC are reliable, supporting the results obtained by Keronen et al. (2003). According to the results obtained, it is recommended to use specific gas analyzers and to use fast response sensors to limit the uncertainty in flux measurements using profile methods.
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Table 1. Instruments used for O$_3$-NO-NO$_2$ measurements. The instrument characteristics are those given by the manufacturers.

<table>
<thead>
<tr>
<th>Measurement method</th>
<th>Gas measured</th>
<th>Analyser</th>
<th>Instrument characteristics</th>
<th>Measurement height</th>
<th>Measurement principle</th>
<th>Measurement frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Aerodynamic Gradient Method</em></td>
<td>O$_3$</td>
<td>FOS, Sextant Technology Ltd, New Zealand</td>
<td>Noise (1σ): NA Detection limit (±2σ): NA</td>
<td>0.2, 0.7 and 1.6 m sequentially</td>
<td>Chemiluminescence</td>
<td>5 Hz (fast sensor)</td>
</tr>
<tr>
<td>NO</td>
<td></td>
<td>CLD780TR, Ecophysics, Switzerland</td>
<td>Noise (1σ): &lt;0.5 % of signal or 0.025 ppb Detection limit (±2σ): &lt;0.02 ppb</td>
<td>0.2, 0.7 and 1.6 m sequentially</td>
<td>Chemiluminescence</td>
<td>5 Hz (fast sensor)</td>
</tr>
<tr>
<td>NO$_2$</td>
<td></td>
<td>LMA 3D-NO$_2$, Unisearch Associates Inc., Ontario, Canada</td>
<td>Noise (1σ): 1.5 % of signal Detection limit (±2σ): 0.05 ppb</td>
<td>0.2, 0.7 and 1.6 m sequentially</td>
<td>Chemiluminescence</td>
<td>5 Hz (fast sensor)</td>
</tr>
<tr>
<td><em>Eddy-Covariance Method</em></td>
<td>O$_3$</td>
<td>ATDD, NOAA, USA</td>
<td>Noise (1σ): NA Detection limit (±2σ): NA</td>
<td>3.17 m</td>
<td>Chemiluminescence</td>
<td>20 Hz (fast sensor)</td>
</tr>
<tr>
<td>O$_3$</td>
<td>O$_3$ 41M, Environnement SA, France</td>
<td>Noise (1σ): 0.5 ppb Detection limit (±2σ): 1 ppb</td>
<td>3.17 m</td>
<td>UV absorption</td>
<td>0.1 Hz (slow sensor)</td>
<td></td>
</tr>
<tr>
<td><em>Automatic Chambers Method</em></td>
<td>NO</td>
<td>42i, Thermo-Environmental Instruments Inc., USA</td>
<td>Noise (1σ): 0.5 ppb Detection limit (±2σ): 1 ppb</td>
<td>Inside the chambers</td>
<td>Chemiluminescence</td>
<td>0.1 Hz (slow sensor)</td>
</tr>
<tr>
<td>O$_3$</td>
<td>O$_3$ 41M, Environnement SA, France</td>
<td>Noise (1σ): 0.5 ppb Detection limit (±2σ): 1 ppb</td>
<td>Inside the chambers</td>
<td>UV absorption</td>
<td>0.1 Hz (slow sensor)</td>
<td></td>
</tr>
<tr>
<td><em>Other</em></td>
<td>NO/NO$_2$</td>
<td>42i, Thermo-Environmental Instruments Inc., USA</td>
<td>Noise (1σ): 0.4 ppb Detection limit (±2σ): 0.8 ppb</td>
<td>1.6 m</td>
<td>Chemiluminescence</td>
<td>0.1 Hz (slow sensor)</td>
</tr>
<tr>
<td>O$_3$</td>
<td>O$_3$ 41M, Environnement SA, France</td>
<td>Noise (1σ): 0.5 ppb Detection limit (±2σ): 1 ppb</td>
<td>1.6 m</td>
<td>UV absorption</td>
<td>0.1 Hz (slow sensor)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. First quartile, median and third quartile of half-hourly mixing ratio difference measured between 1.6 m and 0.7 m and between 0.7 m and 0.2 m over the entire measurement period for O₃, NO and NO₂.

<table>
<thead>
<tr>
<th></th>
<th>Mixing ratio difference between 1.6 m and 0.7 m (ppb)</th>
<th>Mixing ratio difference between 0.7 m and 0.2 m (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O₃ NO NO₂</td>
<td>O₃ NO NO₂</td>
</tr>
<tr>
<td>1st Quartile</td>
<td>0.35 −0.3 0</td>
<td>0.7 −0.35 0</td>
</tr>
<tr>
<td>Median</td>
<td>1 −0.15 0.05</td>
<td>1.5 −0.15 0.15</td>
</tr>
<tr>
<td>3rd Quartile</td>
<td>1.65 −0.05 0.3</td>
<td>2.4 −0.1 0.8</td>
</tr>
</tbody>
</table>
Fig. 1. Measurement set-up for the determination NO-O$_3$-NO$_2$ fluxes using aerodynamic gradient method.
Fig. 2. Time series of (a) global radiation (black line) and rainfall (grey line), (b) air relative humidity, (c) air temperature, (d) wind direction, (e) friction velocity, (f) O$_3$ (dotted line), NO (black line) and NO$_2$ (grey line) mixing ratios, and (g) O$_3$ (dotted line), NO (black line) and NO$_2$ (grey line) fluxes determined by the AGM. The fluxes were calculated without chemical corrections. The dotted lines in panel (d) indicate winds coming from Paris.
Fig. 3. Comparison of NO (black symbol) and NO\textsubscript{2} (open symbol) mixing ratios measured at 1.6 m height with slow and fast sensors. Grey line is the 1:1 line, black line the regression function for NO and dotted line the regression function for NO\textsubscript{2}.
Fig. 4. Time series of the gradient signal to noise ratio ($\Delta C/\sigma_C$) for NO (grey symbols) O$_3$ (black symbols) and NO$_2$ (open symbols) mixing ratios from profile measurements. The dotted line corresponds to a signal to noise ratio of 1.
Figure 5: Relative flux uncertainty as a function of friction velocity for O$_3$ (black circles), NO (grey circles), NO$_2$ (open circles) and $u_*$ (crosses). Black line, grey line, black dotted line and grey dotted line are regressions for O$_3$, NO, NO$_2$ and $u_*$, respectively. The size of the bins used for averaging is 0.01 m s$^{-1}$.

**Fig. 5.** Relative flux uncertainty as a function of friction velocity for O$_3$ (black circles), NO (grey circles), NO$_2$ (open circles) and $u_*$ (crosses). Black line, grey line, black dotted line and grey dotted line are regressions for O$_3$, NO, NO$_2$ and $u_*$, respectively. The size of the bins used for averaging is 0.01 m s$^{-1}$. 

\[
\begin{align*}
O_3: & \quad y = 1.6232e^{-5.2947x} \quad R^2 = 0.8343 \\
NO: & \quad y = 1.4583e^{-2.6765x} \quad R^2 = 0.4268 \\
NO_2: & \quad y = 2.1485e^{-4.3609x} \quad R^2 = 0.7740 \\
u_*: & \quad y = 0.9167e^{-4.0607x} \quad R^2 = 0.7654
\end{align*}
\]
Fig. 6. Ratio of fluxes measured by AGM and surface fluxes as a function of the Damköhler number for (a) NO, (b) O$_3$ and (c) NO$_2$. 
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Fig. 7. Comparison between chemical reaction time for the set of chemical reactions of the NO-O$_3$-NO$_2$ triad ($\tau_{\text{chem}}$) and chemical depletion times for NO (black symbols), O$_3$ (open symbols) and NO$_2$ (grey symbols). The black line corresponds to the 1:1 line.
Fig. 8. (a) Relative flux uncertainty for the aerodynamic gradient method as a function of the number of concentration data available per level per 30 min. Example of the ozone flux the 25 August 2009 from 15:30 to 16:00 UT. The number of points available from measurements using the fast response sensor \((n = 327)\) and under the hypothesis of the use of slow response sensor \((n = 40)\) are indicated on the figure with the dashed line. (b) Time series of number of concentration points used to estimate the mean concentration at each level per 30 min based on the frequency corresponding to the inverse of the integral time scale of turbulence. This frequency corresponds to the maximum frequency above which the data are not independent and should not contribute to diminish the standard deviation as shown in (a). This frequency corresponds to the inverse of the integral time scale.
Fig. 9. Comparison between (a) ozone fluxes measured using aerodynamic gradient method and eddy-covariance method and (b) modelled and measured ozone flux. The measured fluxes were corrected for chemical reactions.
Fig. 10. Comparison between NO fluxes measured by the aerodynamic gradient method (black line) and automatic chambers (grey line). Solid and dotted lines are fluxes with and without corrections for chemical reactions, respectively. Grey and open symbols are respectively maximal and minimal NO fluxes measured by automatic chambers.
Fig. 11. Half hourly arithmetic means of ozone (black symbols) and nitrogen dioxide (grey symbols) deposition velocities at 0.61 m above the ground.