Multiple wavelength retrieval of tropospheric aerosol optical properties from MAXDOAS measurements in Beijing
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Abstract

We report on the retrieval of aerosol extinction profiles at four wavelengths from ground-based multi-axis differential absorption spectroscopy (MAXDOAS) measurements performed in Beijing, China. Measurements were made over a 10-month time period (June 2008 to April 2009) using a newly developed MAXDOAS instrument. A retrieval algorithm, based on an on-line implementation of the radiative transfer code LIDORT and the optimal estimation technique, has been designed to provide near real time information on aerosol extinction vertical profiles. The algorithm was applied to O$_4$ measurements at four wavelengths (360, 477, 577, and 630 nm). The total aerosol optical depths (AODs) calculated from the retrieved profiles exhibit higher values in spring and summer and lower values in autumn and winter. Comparison of the retrieved total AODs with values from a co-located CIMEL sunphotometer revealed a good correlation. The best results are obtained for the UV region with a correlation coefficient (R) of 0.91 and a slope of the linear regression fit of 1.1. At the longest wavelength, R drops down to 0.67 and the slope increases to 1.5. The results confirm that good quality O$_4$ slant column measurements are essential for the success of the retrievals. A method is presented to determine a correction factor to account for systematic errors. It is demonstrated that the algorithm is capable of reliably retrieving aerosol extinction profiles for
a wide range of atmospheric conditions (total AODs at 360 nm ranging from about 0.1 to 3). The results open up new perspectives for the extension of the algorithm for the near real time retrieval of trace gas vertical profiles.

1 Introduction

China’s rapid industrial development, urbanization, and the consequent large increase in energy consumption—primarily provided by coal-fired power plants—have resulted in an alarming deterioration of air quality. This increased air pollution is particularly problematic in megacities such as Beijing, where the presence of elevated concentrations of pollutants such as NO₂, SO₂, ozone and fine particles entails serious health risks for the population. Moreover, through long-distance transport, air pollution in China has a potential impact on a global scale. It has been shown also that changes in the concentration and composition of atmospheric aerosol strongly influence the energy balance of the climate system (IPCC, 2007). Aerosol can scatter and absorb sunlight, thereby altering the Earth’s radiation budget. In a more indirect way, aerosol can influence climate change through their effects on cloud formation, composition and precipitation. Consequently, long-term ground-based measurements providing information on the total column and on the vertical distribution of tropospheric aerosol and trace gases are indispensable. Such time series can be used to monitor the evolution of air pollution, to evaluate the direct effect of measures taken to improve air quality, and to validate air quality models and satellite observations.

Over the past decade, ground-based multi-axis differential optical absorption spectroscopy (MAXDOAS) has been shown to be a very promising tool for the automated retrieval of tropospheric pollutants (Hönninger et al., 2004; Wagner et al., 2004; Wittrock et al., 2004; Friess et al., 2006; Li et al., 2010; Irie et al., 2009). MAXDOAS instruments are designed to perform quasi-simultaneous observations of scattered sunlight for a range of different line-of-sight (LOS) directions from the horizon to the zenith, resulting in an increased sensitivity towards atmospheric absorbers such as NO₂ that are present in the lower troposphere. However, the observed trace gas absorptions are dependent not only on the absorption cross-section and vertical distribution of the trace gas, but also on the presence of tropospheric aerosol. The aerosol influence the length of the light path and consequently the observed trace gas absorptions. The latter dependency makes MAXDOAS measurements suitable for the retrieval of aerosol properties. At the same time, the retrieval of aerosol properties from the
MAXDOAS measurement becomes a necessity to enable the retrieval of trace gas vertical profiles (Wittrock et al., 2004; Heckel et al., 2005; Sinreich et al., 2005).

It has been demonstrated conclusively that aerosol information can be derived from differential absorption measurements of O₄ (Wagner et al., 2004; Friess et al., 2006). The O₄ cross-section exhibits four main absorption bands in the UV-VIS region of the electromagnetic spectrum with maxima at around 360, 477, 577, and 630 nm. The vertical profile of the O₄ concentration is well-known and nearly constant (depending mainly on temperature and pressure), i.e., O₄ is the collision complex of O₂ and thus its concentration is proportional to the square of the O₂ concentration. The profile exhibits a marked peak at the surface (Greenblatt et al., 1990). With O₄ concentrated mainly near the surface, the observed O₄ absorption is very sensitive to changes in the light path distribution due to the presence of aerosol at low altitudes (Friess et al., 2006).

In this paper, we report on the application of a new retrieval algorithm developed for near real time automated retrieval of aerosol extinction vertical profiles on MAXDOAS measurements made in Beijing during the June 2008 – April 2009 period. The paper consists of three main sections. In the first part, we describe the MAXDOAS instrument that was installed in Beijing and the measurements to which the retrieval algorithm was applied. The second section describes the retrieval algorithm and the specific settings appropriate to a heavily polluted scenario, such as observed in Beijing. In the third section, we show the results of the application of the retrieval algorithm on the MAXDOAS measurements and discuss the information content and error budget of the retrievals. We also present comparisons of the retrieved total aerosol optical depths (AODs) with correlative data from a co-located CIMEL sunphotometer.

2 MAXDOAS measurements

To monitor air quality and support the validation of satellite observations of tropospheric pollutants, a MAXDOAS instrument was installed on the roof of the Institute of Atmospheric Physics (IAP) of the Chinese Academy of Sciences (CAS), a few hundred meters from the Beijing Olympic stadium (N39°58'37” E116°22’51’”). The instrument was operated continuously from July 2008 to April 2009.
2.1 The instrument

This “state-of-the-art” MAXDOAS instrument, optimized for the retrieval of tropospheric aerosol and trace gas properties, was designed and assembled at the Belgian Institute for Space Aeronomy (BIRA-IASB). The instrument is shown schematically in Fig. 1. It consists of three main parts: a thermo-regulated box (Fig. 1 A) containing two spectrometers (Fig. 1 B and C) located inside the building, the optical head (Fig. 1 D) mounted on a suntracker (Fig. 1 E) located outside and connected to the spectrometers via optical fibers, and the controlling and acquisition unit (Fig. 1 F and G).

The MAXDOAS instrument is a dual-channel system. Three optical fibers with rectangular terminations connected through a fiber optic splitter link the output of the optical head with the two spectrometers. The optical head design is such that the telescope (Fig. 1 D.1) can be moved over a wide range of elevations (0-90°), as well as azimuth directions (0-360°). The optical head is mounted on a commercial sun tracker from the BRUSAG company (INTRA). This set-up enables us not only to measure scattered light, but also to take direct-sun measurements. Skylight is collected by an off-axis parabolic mirror (Fig. 1 D.2) within a 0.8° field of view. The optical head also includes a 6-position filter wheel (Fig. 1 D.3) equipped with transmission diffuser plates and neutral density filters.

The optical head collects direct-sun and scattered light at various elevation and azimuth angles. The light is guided to the two spectrometers through optical fibers. The first spectrometer (Fig. 1 B), a commercial grating spectrometer from ORIEL (model MS260i), covers the UV region (300-390 nm). The grating consists of 1200 grooves/mm blazed at 350 nm. The instrument function is close to a Gaussian with a full width at half maximum (FWHM) equal to 0.4 nm, and there is good sampling (9 pixels at mid-height for the Hg line at 346 nm). A bandpass filter (U340 HOYA) is used to block the visible light at the entrance slit of the spectrometer and hence to reduce stray-light effects in the UV region. The output of the spectrometer is connected to a low-noise thermo-electrically cooled (to 233K) CCD detector system (Princeton Instruments, model PIXIS 2KBUV, back illuminated, UV enhanced) with 2048x512 pixels (Fig. 1 H). The spectral range covered by the second spectrometer (ORIEL MS127) extends from 400 nm to 720 nm (Fig. 1 C). The detector (Fig. 1 I) is a back illuminated CCD (Princeton Instruments, model Spec-10: 100B). It has 1340x100 pixels and is kept at 235K by means of a Pelletier cooling system. The grating consists of 600 grooves/mm blazed at 400 nm. The instrument function is close to a Gaussian
with FWHM 0.9 nm. To block the UV light produced at the second order of diffraction which interferes with visible light diffracted in the first order, a low-pass filter (CVI-Melles Griot with a cut-off at 395 nm) is used. The whole system is mounted inside a thermally regulated (Fig. 1 J) container to minimize thermal stress on mechanical and optical parts.

The controlling unit consists of two synchronized computers. A first “master” computer controls the sun tracker (i.e., elevation and azimuth angle of the telescope), the filter wheel and the acquisition of spectral data from the spectrometer operating in the UV region. The second “slave” computer does a synchronized acquisition of the spectral data from the spectrometer operating in the VIS region. The data acquisition is fully automated using software developed at BIRA-IASB.

During the Beijing campaign, the telescope pointed north (and thus to a fixed azimuth direction) for the MAXDOAS measurements. A full MAXDOAS scan comprised 9 elevation angles (2°, 4°, 6°, 8°, 10°, 12°, 15°, 30°, zenith) and required approximately 15 minutes measurement time.

2.2 The DOAS retrieval

The measured spectra of scattered sunlight are analysed using the DOAS technique (Platt, 1994; Platt and Stutz, 2008), based on a least-squares spectral fitting method implemented in the WinDOAS computer software (Van Roozendael et al., 1999; Fayt and Van Roozendael, 2001). The direct results of this fitting are the differential slant column densities (DSCDs), i.e. the integrated concentrations of the absorbers along the effective light path of the scattered photons relative to the concentrations of the absorbers corresponding to a measured reference spectrum. For tropospheric profiling purposes, one can eliminate the stratospheric contribution to the measured DSCD by subtracting for each scan the DSCD measured at zenith from the off-axis DSCDs (Hönninger, 2004). This approach is widely used for the retrieval of trace gas profiles from MAX-DOAS measurements and was adopted here for the aerosol retrievals even though the O₄ is mainly located in the troposphere. The advantage being that by using a reference measured shortly after the off-axis DSCDs, we can assume that the aerosol extinction profile is mainly identical for both measurements facilitating the interpretation (Friess et al., 2006). The O₄ DSCDs, needed for the aerosol extinction profile retrieval, are retrieved in four different wavelength intervals. One interval in the UV region of the electromagnetic spectrum (338-370 nm), and three in the VIS region (425-490 nm, 540-
588 nm, and 602-645 nm) were selected. Each of these intervals captures one of the main O₄ absorption lines. Mean interval wavelengths, weighted with the appropriate O₄ absorption cross-sections, correspond to the maxima of the O₄ absorption at 360, 477, 577, and 630 nm. Fig. 2 gives an example of the O₄ fits and residuals. In addition to the O₄ cross-sections, other trace gas cross-sections for NO₂, O₃, H₂O, HCHO, BrO, and O₂ were included in the fitting, along with a Ring spectrum (Chance and Spurr, 1997) and a low-order polynomial closure term. In Table 1 an overview is given of the different trace gas cross sections and the polynomial included for the different wavelength intervals.

Wavelength regions were chosen to obtain optimal sensitivity for O₄ while minimizing interference from other absorption signatures. For the two intervals at longer wavelength, the presence of strong H₂O absorption structures can significantly hamper the DOAS fitting. Therefore, we opt for fitting intervals centred at 577 and 630 nm that are relatively short compared to the width of the corresponding O₄ absorption band in order to minimize interference by H₂O absorption towards the outer limits of the intervals. Using the relatively short fitting ranges substantially improved the residual and reduced DOAS fitting errors. Consequently, however, the O₄ absorption bands at 577 and 630 nm are not fully covered, as can be seen from Fig. 2. This increases the risk that errors are induced in the retrieved O₄ DSCDs caused by the interference from correlated absorbers. Also, even with the short wavelength intervals, there are still interfering H₂O structures present. These H₂O absorptions are very difficult to fit as the effective absorption cross-section depends on the H₂O concentration due to saturation. Small misfits between the observed H₂O absorptions and the H₂O cross-section used in the DOAS fitting increase the residual, as illustrated in Fig. 2, and can induce unwanted errors in the O₄ DSCD. At 630 nm, there is additional interference from O₂ absorption lines, resulting in a residual of almost 0.5% and an O₄ DSCD DOAS fit error 4 times higher than that for the other wavelength windows.

Several O₄ cross-sections have been reported in the literature (Perner and Platt, 1980; Greenblatt et al., 1990; Volkamer, 1996). We decided to use the Hermans O₄ cross-section (http://www.aeronomie.be/spectrolab/o2.htm) in the DOAS analysis, as the shapes of the main absorption lines fitted well the observed O₄ absorption features, as illustrated in Fig. 2. In the DOAS analysis, both the shape and the absolute values of the cross-sections influence the retrieved DSCD. Cross-sections reported in the literature not only display slightly different shapes, but also their absolute values are quite different, e.g., the peak cross-section
of the O$_4$ absorption band around 360 nm ranges from 4.24e-46 to 5.4e-46 molec$^{-2}$ cm$^{5}$ (Wagner et al., 2002). The peak value of the Hermans O$_4$ cross-section around 360 nm is 42.9e-46 molec$^{-2}$ cm$^{5}$.

As a consistency check, we compared the O$_4$ DSCDs measured on clear-sky days with low aerosol load (total AOD<0.15) with O$_4$ DSCDs simulated using a radiative transfer model with inputs taken from retrieved aerosol profiles and ancillary aerosol information. Under these conditions, the O$_4$ DSCDs at 15° and 30° elevation angle are rather insensitive to changes in the atmospheric parameters (pressure, temperature) or aerosol optical properties (Friess et al., 2006; Wagner et al., 2009). This is illustrated in Fig. 3, which displays the diurnal variation of simulated O$_4$ DSCDs at 30° elevation for an aerosol profile exponentially decreasing with altitude, for different total AODs and scaling heights. Consequently, good agreement is expected between the measured and simulated O$_4$ DSCDs at 15° and 30° elevation. However, we noticed, that the simulated O$_4$ DSCDs were systematically lower. It is possible that these differences are induced during the DOAS retrieval, because of uncertainties in the absolute values of the O$_4$ cross-sections. Also the temperature and pressure dependencies of the O$_4$ absorption cross-sections are not well known (Wagner et al., 2002). To account for this, we retrieved a correction factor for the measured O$_4$ DSCDs as follows.

For a selection of clear-sky days with a low aerosol load, O$_4$ DSCDs were simulated for an aerosol profile exponentially decreasing with altitude, with a scaling-height of 0.5 km, and a total aerosol optical depth as measured by a co-located sunphotometer (Holben et al., 1998) (more details about the CIMEL instrument can be found in section 3.2). Comparing the measured and simulated O$_4$ DSCDs at 15° and 30° elevation, we found that values of the simulated DSCDs were systematically (25 ± 10) % smaller than the measured ones, as illustrated in Fig. 4. The same factor was found for all wavelengths. To account for this difference, the measured O$_4$ DSCDs were modified according to the following:

$$DSCD_{corrected} = DSCD_{uncorrected} \times 0.8. \quad (1)$$

A similar correction factor has been previously reported by Wagner et al. (Wagner et al., 2009). From now on, unless stated differently, the O$_4$ DSCDs mentioned in this paper refer to the corrected DSCDs.
3 Aerosol extinction retrieval

An inversion algorithm was developed, dedicated for the retrieval of aerosol extinction profiles at different wavelengths from MAXDOAS measurements. A schematic representation of the algorithm is depicted in Fig. 5. In the next section, we give a brief description of the algorithm and discuss specific settings used for the profile inversion from MAXDOAS measurements made in Beijing.

3.1 General algorithm description

The aerosol extinction vertical profile is retrieved from a set of measurements, which in our case is a set of fitted O\textsubscript{4} DSCDs for different LOS directions in one DOAS scan. In general, the length of the light path through the atmosphere (and thus the observed DSCD of an atmospheric absorber) depends not only on the concentration of the absorber, but also on the vertical distribution and optical properties of the aerosol present in the atmosphere. Consequently, when the vertical distribution of an absorber is well known and nearly constant—the O\textsubscript{4} concentration varies with the square of the O\textsubscript{2} monomer—DSCD measurements provide information on the aerosol optical properties. (Hönninger et al., 2004; Wagner et al., 2004; Friess et al., 2006)

The information content of the measurement vector \( (y) \) of fitted O\textsubscript{4} DSCDs from one MAXDOAS scan is too small to yield a unique solution for the aerosol extinction vertical profile \( (x) \); in other words, the problem is ill-posed. Therefore, we use the Optimal Estimation Method (OEM; Rodgers, 2000) for the inversion. In this approach the necessary ad-hoc information is added in the form of an a priori profile \( (x_a) \) and its uncertainty covariance matrix \( (S_a) \). The measurement error is expressed by the measurement uncertainty covariance matrix \( (S_\epsilon) \). The non-linear aerosol inversion problem can then be solved in an iterative way as expressed by the equation:

\[
x_{i+1} = x_i + \left(S_a^{-1} + K_i^T S_e^{-1} K_i\right)^{-1} K_i^T S_e^{-1} (y - F(x_i)) - S_a^{-1} (x_i - x_a),
\]

where the superscripts T and -1 denote the transposed and the inverted matrix, respectively. This approach requires a forward model \( (F) \), implemented as a numerical model describing the physics of the measurement, and a weighting function matrix \( (K) \), expressing the sensitivity of the measurements to changes in the aerosol extinction profile. The forward model in our application is based on the linearized discrete ordinate radiative transfer model.
One major advantage of this code is that it includes an analytical calculation of the weighting functions needed for the inversion step. The algorithm is fast enough to allow for near real time automated retrievals without the need for look-up table calculations.

The relationship between the retrieved, the true \( x_{\text{true}} \), and the a priori aerosol extinction profile can be expressed as follows (Rodgers, 2000)

\[
x = x_a + A(x_{\text{true}} - x_a)
\]

(3)

The matrix \( A \) expresses the sensitivity of the retrieved to the true state. The columns of \( A \) are the averaging kernels, and the trace of \( A \) the degrees of freedom of signal (DFS), which expresses the number of independent pieces of information that can be extracted from the retrieval. For an ideal retrieval case, \( A \) is the unity matrix, the averaging kernels are delta functions peaking at the corresponding altitudes, and the DFS equals the number of retrieved profile layers. In reality, the retrieved profile is a smoothed version of the real profile. The vertical resolution of the retrieval at a certain altitude can be estimated from the FWHM of the main peak of the corresponding averaging kernel.

The quality of the retrieved profiles is also determined by the total uncertainties of the state vector elements (Rodgers, 2000). The total error can be separated into three components: (1) the error due to the smoothing of the true profiles (determined by \( S_a \)) (2) the error caused by the random and systematic errors in the measurements (\( S_\varepsilon \)); (3) the error due to systematic errors in the forward model (caused by uncertainties in the parameters determining the atmosphere). \( K \) depends on the aerosol profile and therefore changes at each iteration step of the optimal estimation. Also, the matrix \( S_a \) is constructed such that it depends on the aerosol profile (see Section 3.2 below for more details). We used \( K \) and \( S_a \) from the final iteration step to calculate \( A \) and the final retrieval errors.

The relative intensity measurements \([\text{intensity(\text{off-axis})/intensity(\text{zenith})}]\) also contain information on aerosol optical properties. Hence as suggested by Friess et al. (2006), including these intensities in the measurement vector \( y \) could possibly increase the DFS of the retrieval. However, there are a number of complicating issues that need to be considered: (1) the intensities are more sensitive to the presence of clouds than the \( O_4 \) DSCDs, (2) the intensities are more sensitive to errors in the parameters determining the atmosphere (e.g., surface albedo, aerosol single scattering albedo and phase function) than the \( O_4 \) DSCDs, and
(3) for accurate simulation of the intensities, polarization needs to be included in the radiative transfer (RT). The latter is illustrated in Fig. 6, based on simulations performed using the Doubling Adding KNMI (DAK) radiative transfer model (de Haan, 1987; Stammes, 2001). The effect of polarization strongly depends on the solar angles and viewing geometry. Neglecting polarization can give rise to a systematic error of up to 15% for the intensities. The O₄ DSCDs are less sensitive to polarization (errors up to 5%). It should be noted that this effect cannot account for the observed difference between the measured and simulated O₄ DSCDs as discussed in Section 2.2. In contrast to intensities, the O₄ DSCDs are less sensitive to polarization. Because of these points and since including polarization would substantially increase the time needed for RT calculations, we decided not to include intensities in the present work. In a future study we might explore whether, for specific clear sky cases the inclusion of intensities can lead to a further improvement of the information content of our retrievals. In addition including the intensities might enable the retrieval of atmospheric parameters for which these quantities are more sensitive than the O₄ DSCDs.

3.2 Retrieval parameter settings

With optimal estimation, choices of the a priori profile and error covariance matrices have important impacts on the results. There is a trade-off between maximizing the DFS and eliminating the occurrence of spurious oscillations in the retrieved profiles.

For the retrieval of aerosol extinction profiles, we assume that the correction factor applied on the measured O₄ DSCDs (Section 2.2) eliminates most systematic errors on the measurements. In this way, Sₑ is then a diagonal matrix, with variances equal to the square of the DOAS fitting error. From the averaging kernels, it was seen that the sensitivity decreases drastically over 1 to 2 km (see Section 3.3 below for details), depending on the height of the aerosol layer. Therefore we retrieved a profile for the first 4 kilometers of the troposphere only. Partial columns were retrieved every 200 meters up to 2 km. At higher altitudes, two partial columns of 500 m between 2 and 3 km and one partial column of 1 km between 3 km and 4 km were retrieved. In total the retrieved profile consisted of 13 layers.

In principle, the a priori profile should be a reasonable estimate of the true profile. A priori information is often taken from climatology. However, in Beijing, the total AOD can change very rapidly in time over a large range (total AOD from 0.1 to 3). In addition, very little is known about the expected aerosol extinction profile shape, making it difficult to get a reliable
first estimate of the true profile. Therefore we chose a fixed a priori (taken from the LOWTRAN climatology) with a total AOD of 0.1. As the total AOD of the true profile can deviate strongly from the a priori, the covariance matrix $S_a$ needs to be constructed so as to allow for these large variations and at the same time to avoid the occurrence of spurious oscillations. In view of these requirements, $S_a$ was constructed as follows: The diagonal element corresponding to the lowest layer, $S_a(1,1)$, is set equal to the square of a scaling factor $\beta$ times the maximum partial AOD of $x_i$. The other diagonal elements decrease linearly with altitude down to $0.2 \times S_a(1,1)$. In this way, $S_a$ changes for each iteration, allowing the AOD of the retrieved profile to deviate strongly from the a priori for cases with a large total AOD. On the other hand, for profiles with a smaller total AOD, the diagonal elements of $S_a$ show less variation. The scaling factor $\beta$ can be adjusted depending on the instrument ($S_e$) and location (AOD variability). For the measurements in Beijing, the best results were obtained for $\beta=0.2$.

It should be noted, however, that when using this approach, the underlying statistics of the retrieval algorithm are no longer Bayesian. The off-diagonal terms in $S_a$, introducing profile correlations at different altitudes, were set using Gaussian functions as follows: (Barret et al., 2002, Friess et al., 2006)

$$S_z(i, j) = \sqrt{S_z(i,i)S_z(j,j)} \exp\left(-\ln(2) \frac{(z_i - z_j)^2}{\gamma^2}\right),$$  \hspace{1cm} (4)

where $z_i$ and $z_j$ are the altitudes of $i^{th}$ and $j^{th}$ levels, respectively. The correlation length $\gamma$ is set to 0.05 km to optimize the DFS. This optimization was done using the empirical method reported by Hendrick et al. (2004).

The O$_4$ DSCDs calculated using the forward model not only depend on the aerosol optical properties but also on other parameters such as the pressure and temperature profiles, the surface albedo and other trace gas (NO$_2$, O$_3$) profiles. With no local information available, we used the US standard profiles for the pressure, temperature and trace gas profiles. Errors in these parameters only have a small effect on the simulated DSCDs (Friess et al., 2006; Irie et al., 2008). A Lambertian surface albedo of 7%, acceptable for the Beijing area (Koelemeijer, 2003), was used. We neglected any wavelength dependency or seasonal variability of the surface albedo: its uncertainty is a very small source of additional error in the DSCDs (Wittrock et al., 2003; Friess et al., 2006).
To obtain a good estimate of aerosol optical parameters other than the extinction profile (i.e., the single scattering albedo and phase function) we used the AERONET inversion products (size distribution parameters and refractive index) reported on the AERONET website (http://aeronet.gsfc.nasa.gov/) from a co-located CIMEL sunphotometer (Holben et al., 1998), together with a Mie code (de Rooij and van der Stap, 1984) to generate the necessary optical properties. The sunphotometer located in Beijing measures direct and scattered sunlight at 4 different wavelengths (440, 675, 870, and 1020 nm). No measurements are available in the UV region. Consequently, the refractive index at 360 nm has to be extrapolated, while the values at 477, 577, and 630 nm are linearly interpolated. It should be noted that the AERONET data is automatically cloud screened (Smirnov, 2000). MAXDOAS retrievals, on the other hand, are made for all measurements and thus all atmospheric conditions. In the absence of sunphotometer data, the size distribution parameters and refractive index from the nearest clear-sky day were selected. In situations where no sunphotometer is operated and no other aerosol measurements are available one could opt to use fixed values for the aerosol single scattering albedo and phase function. When reasonable values are chosen (e.g., form a climatology) the retrieval algorithm can still be operated and only small additional errors in the retrieved aerosol extinction profiles are expected.

The AERONET total AODs can be used for a first validation of the aerosol extinction profiles retrieved from the MAXDOAS measurements. Total AODs at 360, 477, 577, and 630 nm can be extracted using the ångström coefficient ($\alpha$), also available on the AERONET website. The ångström coefficient is defined, for a given wavelength range of total AODs, by a linear regression of total AODs versus wavelength ($\lambda$) in log-log space (Ångström, 1929; O’Neill et al., 2001):

$$AOD = \beta \times \lambda^{-\alpha},$$

where $\beta$ is the Ångström turbidity factor.

4 Results and discussion

4.1 Aerosol optical properties

Our algorithm was applied to an extended series of MAXDOAS spectra from June 2008 to April 2009, regardless of the weather conditions. Not all retrievals were successful. To screen
the retrievals for quality, we compared the measured O\textsubscript{4} DSCDs with the DSCDs simulated using the forward model with the retrieved aerosol as input. Fig. 7 compares simulated and retrieved O\textsubscript{4} DSCDs for one MAXDOAS scan on the 10\textsuperscript{th} of November 2008. For each scan, the percent root mean square (RMS) difference between the measured and simulated DSCDs is calculated. We retain only those profiles for which the RMS of the O\textsubscript{4} DSCDs is less than 10\%. In addition, we checked for the geophysical consistency of the retrieved profiles, i.e., when the retrieved profile exhibits a negative partial column it is rejected. After this screening, 66\%, 54\%, 31\%, and 40\% of the aerosol profiles are retained at 360, 477, 577, and 630 nm, respectively.

The time series of quality-checked total AODs retrieved using the profiling tool at 360, 477, 577, and 630 nm are displayed in Fig. 8. The total AODs were calculated from the corresponding retrieved aerosol extinction vertical profiles. Due to instrumental problems, no MAXDOAS measurements were taken between 21 August and 16 September 2008. From the time series, it can be seen that retrieved total AODs exhibit seasonal variation. Values are larger during the spring and summer, and smaller during autumn and winter. A similar seasonal variation of the total AODs was observed in Beijing in a study of the total AODs measured by a CIMEL sunphotometer from 2001 until 2004 (Xia et al., 2006). In that work, seasonal changes in total AOD were attributed to changes in the direction of the dominant airflow over Beijing. In winter, clean air from the northwest regions is transported to Beijing, while in summer the airflow over Beijing originates from the southern regions where the total AOD is high.

During June and July 2008, the observed total AODs displayed strong variability. Monthly averages of the retrieved profiles at 360 nm are displayed in Fig. 9. Most profiles peak at the surface. In June and July 2008, a large aerosol extinction is observed at the surface, 1.6 and 2.1 km\textsuperscript{-1}, respectively. An example of diurnal variation (10\textsuperscript{th} of November 2008) of the retrieved profiles at different wavelengths is shown in Fig. 10. This variation is to be expected as a consequence of the build up of the boundary layer during the day (Xia et al., 2006). Surprisingly, this behavior was not typical for Beijing during the MAXDOAS measurement period. In general, the total AODs do not increase during daytime but are more scattered, and no clear monthly averaged diurnal patterns can be distinguished. Similar results were obtained for the total AODs measured by the CIMEL sunphotometer during this period.
To obtain information content and error budgets for the retrieval, errors and averaging kernel matrices corresponding to the retrieved profiles were averaged for each wavelength. The results are shown in Fig. 11. The mean DFS values were 1.79, 1.89, 2.14, and 1.45 at 360, 477, 577, and 630 nm, respectively. It appears that there are 2 independent pieces of information at best. The increase in DFS from 360 to 577 nm is mainly related to the increase in sensitivity of the retrieval (Friess et al., 2006), due to higher O$_4$ absorption and the higher transparency of the atmosphere at longer wavelengths. However, the DFS also depends on the DOAS fit error through the $S_\epsilon$ matrix. For the three shorter-wavelength regions, DOAS fit errors were quite comparable, but for the 630 nm interval, the error was about 4 times larger due to the interference of H$_2$O and O$_2$ absorptions and the choice of a relatively narrow wavelength interval (see Fig. 2). Consequently the DFS is smaller.

In Fig. 11 (right), the averaging kernels are shown. The highest sensitivity is in the first layer. The vertical resolution at this altitude is about 250 m. At higher altitudes, the kernels quickly become broader and their peak values decrease. We are mostly sensitive to aerosol below 1 km. However, we note that the averaging kernels depend on the aerosol load. In Beijing most profiles were strongly peaked at the surface. For situations with more aerosol at higher altitudes, the retrieval algorithm shows enhanced sensitivity to aerosol at these altitudes. This is caused by the non-linearity of the inversion problem.

For the calculation of the total retrieval error, shown in Fig. 11 together with the noise and smoothing error, the part caused by forward model errors was neglected. These errors will be discussed separately. The noise (DOAS fitting) error is nearly constant (~5%) at all altitudes, and is only a small part of the total error. The smoothing error is the largest contribution, and it is smallest for the lowest layer and increases with altitude. Above ~1.5 km, the total error is larger than 50%. Our error budgets and information content compare reasonably well with the theoretical estimates from Friess et al. (2006).

One of the main forward model error sources is the systematic error on the O$_4$ DSCDs. As discussed in Section 2.2, we eliminated this error in an empirical way by determining a correction factor. The effect of this factor on the final retrievals is quite substantial, as illustrated in Fig. 12. Here the scatter plots are shown comparing the AODs retrieved from the uncorrected and corrected O$_4$ DSCDs. Also indicated in Fig. 12 are the bias and the slope of the linear regression fit. For all wavelengths larger AODs are retrieved when applying the
correction factor. Other forward model parameters such as the pressure profile, surface albedo, and aerosol single scattering albedo only have a small impact on the retrievals (<5%), as has been demonstrated previously (Irie et al., 2008; Friess et al., 2006). The phase function of the aerosol, however, has a larger impact. To determine the exact impact of this parameter aerosol profiles were retrieved using a fixed single scattering albedo (0.8) and a Henyey-Greenstein phase function with a fixed asymmetry parameter of 0.65 in a first run and 0.7 (= +10%) in a second run. The results are represented as scatter plots comparing the AODs of both runs. The plots clearly reveal the substantial impact of the asymmetry parameter on the retrievals. It should be noted that the phase function cannot account for the differences in measured and simulated O_4 DSCDs discussed in Section 2.2, where it concerned situations with low aerosol load. Under these conditions aerosol optical properties have almost no influence on the retrievals.

4.3 Validation of the retrieval

To validate the retrievals, we compared hourly averages of the retrieved total AODs with values extracted from a co-located CIMEL sunphotometer. As noted above, the CIMEL-derived total AODs at 360, 477, 577 and 630 nm are obtained by using the total AODs at 440 and 675 nm and interpolating by means of ångström coefficients downloaded from the AERONET website (level 1.5 data). Although the CIMEL data is cloud-screened, MAXDOAS retrievals used in the comparison could still be contaminated by the presence of clouds, as the viewing directions of the sunphotometer and MAXDOAS are different. The CIMEL instrument points towards the sun, while the MAXDOAS instrument is pointing north.

Validation scatter plots are shown in Figure 14, and linear regression fit parameters and statistical parameters are given in Table 2. A very good correlation is obtained between our retrieved total AODs and those measured by the CIMEL instrument. The correlation coefficients (R) decrease with increasing wavelength from 0.91 to 0.67. The observed biases (mean of the difference between the CIMEL and MAXDOAS values) are quite small. The observed slope (1.1) at 360 and 477 nm is close to one. For the total AODs at 577 and 630 nm a slope of, respectively, 1.3 and 1.5 is observed. At these longer wavelengths, the difference between the total AOD values from the MAXDOAS and CIMEL increases with higher total
AOD. Possibly the results could still be improved when the correction factor for the O₄ DSCDs could be determined with a smaller uncertainty. But using correction factor, as determined here, already largely improved the results. This is illustrated in Fig. 15 comparing the AODs retrieved from the uncorrected O₄ DSCDs with the CIMEL values. Table 3 summarises the corresponding statistical parameters. When not applying the correction factor, the RMS of the O₄ DSCDs is generally larger and fewer profiles are retained after the quality check. In addition the agreement with the CIMEL values is less good. The correlations are smaller and the slopes and biases are larger for all wavelengths. The differences between the CIMEL AODs and the values obtained from the corrected O₄ DSCDs could also possibly be related to an additive error in the O₄ DSCDs. The larger the total AOD, the smaller the observed O₄ DSCDs (until multiple scattering starts to dominate), and therefore the impact of an additive error would be larger. The additive error could possibly originate from poorly fitted H₂O and O₂, as discussed in section 2.2. Another possible explanation for the observed differences is errors in the phase functions used. Possibly the use of the daily averaged values reported by AERONET is inadequate and the use of more precise phase function data at a higher time resolution is advisable to optimise the results. It is interesting to note that the good agreement is obtained not only for those situations where the total AOD is close to the a priori value, but also in situations where a high aerosol load has been successfully retrieved.

Taking into account the error budget, information content, and the statistical parameters of the validation, the retrieval at 360 nm (closely followed by that at 477 nm) appears to be the most stable and accurate. At longer wavelengths the retrievals were slightly less successful. This may be related to difficulties with the DOAS fitting. It is clearly very important to ensure that the DOAS fittings are of high quality; in particular, systematic errors in the O₄ DSCDs have a substantial influence, as illustrated in Figs. 12 and 15. Again, small additive errors, probably caused by interfering absorbers, result in linear regression gradients deviating from 1 in the AOD validation. In addition, the DOAS fit errors are closely related to the DFS of the retrieval.

In the CIMEL-MAXDOAS intercomparison, only retrievals under clear-sky conditions were taken into account. However, we can retrieve aerosol extinction profiles with some success under less ideal circumstances. In scenarios with broken cloud fields, the observed O₄ DSCDs display rapid temporal variation. When cloud cover changes in the MAXDOAS field-of-view during a scan, it is very unlikely that the retrieval will be successful. In situations
with optically-thin homogeneous cloud cover, it is impossible to distinguish the influence of clouds and tropospheric aerosol on the $O_4$ DSCDs (Wagner et al., 2009). Although an aerosol extinction profile can be determined in these circumstances, it will not represent the real tropospheric aerosol profile. The radiative effect of such an “effective” aerosol profile is equivalent to that produced from the combination of clouds and the real tropospheric aerosol loading. These “effective” aerosol profiles are of little value when one is interested in the real tropospheric aerosol burden, but in a future study we might explore whether they could still be useful for the retrieval of trace gases. For the latter application, one is mainly interested in a way to compensate the change in light path caused by the presence of aerosol and clouds. In this case, an “effective” aerosol profile can correct for both aerosol and clouds.

5 Conclusions

In this paper, we described a new MAXDOAS instrument developed at BIRA-IASB for the accurate retrieval of aerosol properties and trace gas vertical profiles. We introduced a new algorithm for near real time retrieval of aerosol extinction vertical profiles at four different wavelengths. We outlined a specific approach for the successful automated retrieval of profiles for locations (such as Beijing) where large variability of total AODs is evident. Results were presented for MAXDOAS measurements made in Beijing from June 2008 to April 2009. We confirmed that the retrieval is most sensitive to aerosol close to the surface with a vertical resolution of around 250 m, and that the sensitivity, as well as the vertical resolution, decreases rapidly with altitude. Measurements contain about 1.5 to 2 independent pieces of information. The main sources of error are the smoothing error and the uncertainties in the aerosol phase function. We determined a correction factor for the $O_4$ DSCDs and demonstrated how this factor can substantially improve the retrievals. Retrieved total AODs at 360, 477, 577, and 630 nm have been validated through comparison with correlative sunphotometer measurements. Good correlations (0.67-0.9) and acceptable standard deviations (~0.3) were obtained.

We showed that the best results were obtained for the shorter wavelengths (360 and 477 nm). At 630 nm the enhanced DOAS fit errors are responsible for a substantial reduction of the information content. We also demonstrated the impact of additive errors in the $O_4$ DSCDs. Another conclusion is the need for more accurate DOAS fitting at the longer wavelength.
The results of the present work strongly indicate that MAXDOAS measurements can ultimately be used to provide high-quality long-term time series of aerosol extinction profiles. In the future the retrieval algorithm could be extended to other aerosol properties such as, e.g., single scattering albedo and phase function. This could be accomplished through combining the O₄ DSCDs with the relative intensities, that are more sensitive to the single scattering albedo and phase function (Friess et al., 2006), and the Ring effect, which contains complementary information on the phase function and stratospheric aerosol (Wagner et al., 2009). In those cases the effect of polarization needs to be included in the radiative transfer simulation. Additional information could also be obtained from the direct sun measurements and almucantar scans.

Moreover, these MAXDOAS measurements and our retrieval algorithm can be used for the retrieval of vertical profiles of trace gases such as NO₂, formaldehyde, glyoxal, SO₂, O₃, and BrO that are present close to the surface. One of the main obstacles for tropospheric trace gas vertical profile retrievals from MAXDOAS measurements is high sensitivity of the length of the light path –and thus the observed DSCD of an atmospheric absorber- to the presence of aerosol in the atmosphere (Heckel et al., 2004; Wittrock et al., 2004; Sinreich et al., 2005; Irie et al., 2009). Our retrieval algorithm for aerosol information is an excellent point of departure for the development of a more general algorithm for the near real time retrieval of aerosol extinction and trace gas vertical profiles.
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Table 1. DOAS retrieval settings

<table>
<thead>
<tr>
<th></th>
<th>338-370 nm</th>
<th>425-490 nm</th>
<th>540-588 nm</th>
<th>602-645 nm</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_3$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>Hermans$^a$</td>
</tr>
<tr>
<td>NO$_2$ 298K</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>(Van Daele et al., 1998)</td>
</tr>
<tr>
<td>NO$_2$ 220 K</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td>(Van Daele et al., 1998)</td>
</tr>
<tr>
<td>O$_3$ 223K</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td>(Bogumil et al., 2003)</td>
</tr>
<tr>
<td>BrO 228K</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>(Wilmouth et al., 1999)</td>
</tr>
<tr>
<td>HCHO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Meller and Moortgat, 2000)</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>HITRAN (Rothman et al., 2009)</td>
</tr>
<tr>
<td>O$_2$</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>HITRAN (Rothman et al., 2009)</td>
</tr>
<tr>
<td>Polynomial</td>
<td>order 3</td>
<td>order 2</td>
<td>order 3</td>
<td>order 3</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ http://www.aeronomie.be/spectrolab/O2.htm
Table 2. Linear regression fit parameters (slope and offset) and statistical parameters (correlation coefficient R, bias, standard deviation (stdev), number of points (N)) for the comparison of the total AODs retrieved from the corrected O$_4$ DSCDs and the values from a sunphotometer in Beijing.

Beijing June 2008 – April 2009

<table>
<thead>
<tr>
<th>Corrected DSCDs</th>
<th>N</th>
<th>Slope</th>
<th>Offset</th>
<th>R</th>
<th>Bias</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>360 nm</td>
<td>725</td>
<td>1.1</td>
<td>-0.04</td>
<td>0.91</td>
<td>-0.04</td>
<td>0.31</td>
</tr>
<tr>
<td>477 nm</td>
<td>672</td>
<td>1.1</td>
<td>0.09</td>
<td>0.8</td>
<td>0.01</td>
<td>0.31</td>
</tr>
<tr>
<td>577 nm</td>
<td>410</td>
<td>1.3</td>
<td>-0.08</td>
<td>0.72</td>
<td>-0.06</td>
<td>0.29</td>
</tr>
<tr>
<td>630 nm</td>
<td>546</td>
<td>1.5</td>
<td>-0.1</td>
<td>0.67</td>
<td>-0.06</td>
<td>0.28</td>
</tr>
</tbody>
</table>
Table 3. Linear regression fit parameters (slope and offset) and statistical parameters (correlation coefficient R, bias, standard deviation (stdev), number of points (N)) for the comparison of total AODs retrieved from the uncorrected O$_4$ DSCDs and the values from a sunphotometer in Beijing.

<table>
<thead>
<tr>
<th>Uncorrected O$_4$ DSCDs</th>
<th>N</th>
<th>Slope</th>
<th>Offset</th>
<th>R</th>
<th>Bias</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>360 nm</td>
<td>532</td>
<td>1.3</td>
<td>0.01</td>
<td>0.89</td>
<td>-0.3</td>
<td>0.41</td>
</tr>
<tr>
<td>477 nm</td>
<td>515</td>
<td>1.4</td>
<td>-0.04</td>
<td>0.8</td>
<td>-0.2</td>
<td>0.38</td>
</tr>
<tr>
<td>577 nm</td>
<td>350</td>
<td>1.6</td>
<td>-0.04</td>
<td>0.69</td>
<td>-0.2</td>
<td>0.35</td>
</tr>
<tr>
<td>630 nm</td>
<td>409</td>
<td>1.8</td>
<td>-0.01</td>
<td>0.57</td>
<td>-0.2</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Figure 1. Schematic view of the MAXDOAS instrument.
Figure 2. Example of an O₄ fit in four wavelength intervals used in this study, as recorded in Beijing on 15 November 2008 at 06:15:00 UTC. The O₄ DSCD and DOAS fit errors are (4.46±0.013), (6.75±0.023), (9.03±0.021), (10.1±0.14) x10^43 molec^2/cm^5 for the wavelength intervals centered around 360, 477, 577, and 630 nm, respectively.
Figure 3. Diurnal variation of simulated O$_4$ DSCDs at 30° elevation at 360 nm for an aerosol profile exponentially decreasing with altitude: (a) With a scaling height of 0.5 km for different aerosol optical depths (0.05-1.5) and (b) with an aerosol optical depth of 0.1 and different scaling heights (0.25-0.75 km).
Figure 4. The diurnal variation of the simulated O$_4$ DSCDs and the uncorrected and corrected O$_4$ DSCDs for 15° elevation on the 15th of November 2010 in Beijing.
Figure 5. Flow chart for the aerosol extinction profile retrieval process.
Figure 6. Illustration of the effect of polarization on the simulation of O$_4$ DSCDs (left) and intensities (right). The solid lines represent the DSCDs and intensities simulated without taking polarization into account, while the dotted lines represent simulations with polarization. The simulations were performed using the DAK code (van de Haan, 1987) for a US standard atmosphere with an aerosol layer having a constant aerosol extinction of 0.1 km$^{-1}$ from the surface up to 1 km. The single scattering albedo of the aerosol was 0.98 and the asymmetry factor 0.73. The relative azimuth angle was 180°.
Figure 7. Comparison between measured O₄ DSCDs, on the 10th of November 2008 at 2:44 UTC, and the DSCDs simulated using the LIDORT radiative transfer code with the retrieved aerosol extinction vertical profiles as input. Error bars shown are the O₄ DSCDs DOAS fit errors.
Figure 8. Time series of the tropospheric total AODs at 360, 477, 577, and 630 nm retrieved from MAXDOAS measurements made in Beijing from June 2008 to April 2009.
Figure 9. Monthly mean aerosol extinction profiles at 360 nm retrieved from the MAXDOAS measurements made in Beijing from June 2008 to April 2009.
Figure 10. Diurnal variation of retrieved aerosol extinction profiles on 10 November 2008 in Beijing, shown as contour plots for 360, 477, 577, and 630 nm.
Figure 11. Mean aerosol extinction profiles (left), error budget (middle), and averaging kernels (right) obtained at 4 wavelengths from the MAXDOAS measurements made in Beijing from June 2008 to April 2009.
Figure 12. Scatter plots of the total AODs at 360, 477, 577, and 630 nm retrieved from the uncorrected and corrected O$_4$ DSCDs obtained from the MAXDOAS measurements in Beijing. Also indicated are the biases and the slopes of the linear regression fits (red lines).
Figure 13. Scatter plots of the total AODs at 360, 477, 577, and 630 nm retrieved from the MAXDOAS measurements in Beijing using a constant Henyey-Greenstein phase function with an asymmetry factor (g) of 0.65 versus 0.70. Also indicated are the biases and the slopes of the linear regression fits (red lines).
Figure 14. Scatter plots of the total AODs at 360, 477, 577, and 630 nm retrieved using the corrected O₄ DSCDs from the MAXDOAS measurements in Beijing versus the values from a co-located CIMEL instrument. Also shown are the linear regressions (red lines). Fit parameters and statistics are found in Table 2.
Figure 15. Scatter plots of the total AODs at 360, 477, 577, and 630 nm retrieved using the uncorrected O$_4$ DSCDs from the MAXDOAS measurements in Beijing versus the values from a co-located CIMEL instrument. Also shown are the linear regressions (red lines). Fit parameters and statistics are found in Table 3.